Hosted by:

BC a place of mind
W THE UNIVERSITY OF BRITISH COLUMBIA

In collaboration with

UNIVERSITY OF
) TORONTO

The Memory
of the World in
the Digital Age:
Digitization and
Preservation

United Nations . Memory of the World
Educational, Scientificand . 20" Anniversary
Cultural Organization .

26 to 28 SEPTEMBER 2012
Vancouver, British Columbia, Canada
Sheraton Vancouver Wall Centre




—_—

- —— .
.

1151

United Mations .
Educational, Scientific and -
Cuttural Crganization  «

H il

Organisation .

des Mations Unies  «
pour Méducation, .

la science ef la culture

Conference Proceedings

Edited by:
Luciana Duranti and
Elizabeth Shaffer

The Memory

of the World in

the Digital Age:
Digitization and
Preservation

An international conference
on permanent access to
digital documentary heritage

26 to 28 SEPTEMBER 2012

Vancouver, British Columbia, Canada
Sheraton Vancouver Wall Centre



UNESCO Memory of the World Programme, Knowledge Societies Division

This book of Proceedings includes most of the papers and posters presented at the International
Conference “The Memory of the World in the Digital Age: Digitization and Preservation” held on 26-28
September 2012 in Vancouver, British Columbia, Canada, by the UNESCO Memory of the World
Programme, Knowledge Societies Division, and The University of British Columbia in collaboration with
the University of Toronto.

The proceedings have been compiled and formatted with minor editing; papers and posters appear as
submitted. The authors are responsible for the choice and the presentation of the facts contained in this
publication and for the opinions they express, which are not necessarily those of UNESCO and do not
commit the Organization.

The designations employed and the presentation of material throughout this publication do not imply
the expression of any opinion whatsoever on the part of UNESCO concerning the legal status of any
country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or
boundaries.

The organizers of this UNESCO Memory of the World Programme Conference would like to sincerely
thank everyone who contributed to the Conference in Vancouver and to these proceedings.

Published by UNESCO 2013, with the financial support of the Social Sciences and Humanities Research
Council of Canada | Conseil de recherches en sciences humaines du Canada (SSHRC) and the
International Research on Permanent Authentic Records in Electronic Systems (InterPARES) Project.

I* Social Sciences and Humanities  Consell de recherches an (janﬂdﬁ

Resaarch Council of Canada sciences humaines du Canada

=~ InterPARES Project

E‘:‘r_"’- International Research on Permanent Authentic Records in Electronic Systems




Preface

This publication presents the proceedings of the international conference ‘Memory of the World in the
Digital Age: Digitization and Preservation’ which was held in Vancouver, Canada, from 26 to 28
September 2012.

More than 500 experts and other interested persons from all regions of the world participated in
this knowledge-sharing and policy-driving event to discuss and exchange opinions on how to protect the
world’s documentary heritage. Although this heritage is the record of knowledge, its physical carriers
are extremely vulnerable and can easily disappear without a trace. Whether recorded on a clay tablet or
an electronic tablet, our methods of sharing content and knowledge need to be protected.

It is impossible to exaggerate the importance of documentary heritage in our lives. It governs our
actions whether these relate to creating the basis of mutual respect between different civilizations and
communities or building knowledge societies. Documentary heritage provides the foundation of peace,
our identity and knowledge.

UNESCO’s interest in this subject matter is as fundamental as its constitution with its mandate to
contribute to building peace through the spread of knowledge from improved access to printed and
published materials. These core materials, our documentary heritage, have been preserved in archives,
libraries and museums for generations.

But while measures needed to maintain access to print materials are globally understood, the
newer challenges related to preserving digital information are not keeping pace with technological
development. The need for dedicated hardware and software, associated with their rapid obsolescence,
hamper our ability to keep invaluable content accessible. Unless timely migration to newer
technologies, operating systems and software platforms is assured, we face the risk developing digital
Alzheimer’s.

UNESCO’s expectation from this Conference was to obtain a better definition of our expected role,
and our contribution to setting a global digital agenda. The UNESCO/UBC Vancouver Declaration sets
out specific recommendations which we will be implementing and incorporating into our digital
strategy. Likewise, we expect that our Member States, professional organizations and private sector
bodies will also implement the recommendations addressed to them.

Only through collaborative strategic alliances can we overcome the major challenges threatening
the preservation of digital information. We believe that the presentations featured in this publication
provide the basis for a global commitment to preserving the memory of our world in this digital age.

Janis Karklins
Assistant Director-General
for Communication and Information
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Keynote: Wrestling with Shape-Shifters

Perspectives on Preserving Memory in the Digital Age

Kenneth Thibodeau

Abstract

Digital preservation is a difficult challenge due to the polymorphous character of digital information and
the environment of ongoing, open-ended and multidimensional change in which it exists. The paper
describes both aspects of the challenge and explores how multi-faceted and dynamic approaches to
digital preservation in different circumstances can be articulated.

Author

Dr. Kenneth Thibodeau is an internationally recognized expert in electronic records and digital
preservation. A senior guest scientist in the Information Technology Laboratory of the National Institute
of Standards and Technology of the U.S., he previously directed the Center for Advanced Systems and
Technology and the Electronic Records Archives Program at the National Archives and Records
Administration in Washington. He also served as the Chief of Records Management at the National
Institutes of Health and directed the Department of Defense Records Management Task Force, leading the
development of the world’s first standard for records management software. Fellow of the Society of
American Archivists, Thibodeau won the Emmett Leahy Award and a Lifetime Achievement Award from
the Archivist of the United States.

“Words strain, Crack and sometimes break, under the burden, Under the tension, slip,
slide, perish, Decay with imprecision, will not stay in place, Will not stay still.”

--T.S. Eliot’

The poet T.S. Eliot’s passionate incantation of the difficulties of fixing memories in words might be
appropriated to describe the difficulties of preserving memory in digital form. Like the raven in North
American cultures or the fox of Japanese folklore, digital memory is a shape shifter that takes on very
different forms, driven by two distinct causes: first the characteristics of digital information itself and
second the environment of change that engulfs digital information objects. There is thus an inherent
tension between digital information, which does not stay still, and digital preservation, which
quintessentially seeks to keep things in place, without significant change.

1. Polymorphous Information

In contrast to information recorded on stone, clay tablets, paper, or other ‘hard copy’ media, digital
information is polymorphic in several respects. First, digital data is not and cannot be affixed to a physical
medium in a durable fashion. Its physical inscription changes every time it moves from computer memory
to a storage medium or back, every time it is copied to a different storage medium, and whenever it is
transmitted on a network. Digital preservation is not a process of preserving material things, but of

"' T.S. Eliot, “Burnt Norton,” in Collected Poems, 1909-1962 (New York: Harcourt Brace and Company, 1963), 180.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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transporting immaterial bit streams over time, using whatever storage media satisfy preservation needs for
however long they are suitable. Most digital storage media are not long lasting, but have to be replaced
after some time. The cause of this is the economics of the marketplace, rather than technological or
physical constraints on possible storage media. Indeed, several digital storage media have been developed
that should last for hundreds or even thousands of years, including microfilm,” metals, gold coated
silicone,’ and other formulations;* however, the longevity of the medium is outweighed by the fact that
storage devices become obsolete within 5 or 10 years.” Obsolescence in the digital storage domain
includes not only equipment that becomes increasingly difficult to maintain and media that wear out,
degenerate, and become rare, but also the increasing expense of older storage technologies relative to
newer alternatives because of exponential increases in storage density, improvements in data transfer
rates, and significant decreases in purchase and operating costs.’

A second polymorphic characteristic of digital information is that the boundaries of a digital object
can be difficult to determine. For example, web pages often include content that is not visible to the user
or that is loaded into the page from external sources each time the page is viewed. External sources
include links to other web pages, style sheets, graphic images, Java scripts, data about the person using
the page, data elements extracted from databases, and others. Whenever any of these external sources
changes, the content of the page changes accordingly, making it difficult to define what is the content of a
web page we want to preserve. Moreover, parts of the content of a digital document may be subject to
different ownership and control.” In order to preserve a web page, we have to define it as a finite object;
that is, we have to apply extrinsic criteria, cutting off at least some external sources of input in order to
establish well defined boundaries, but these boundaries are not present in the web page itself.

Furthermore, although many web pages are transitory, many web sites have persisted for decades.
The key to this survival is that they are dynamic. They evolve in response to changes in the enabling
technologies and also to data about what does and does not work in achieving the purpose each web site is
intended to serve. Any attempt to preserve such web sites as static objects looses this essential
characteristic of the web site as an evolving entity.

These considerations bring us to a third polymorphic characteristic of digital memories: the
relationship between what is stored and what is presented to a human can be both complex and variable.
What is presented to a human, as a single object may comprise content drawn from many different data
stores, as illustrated in the preceding description of web pages. Databases include rules, invisible to all but
administrators that determine what specific data elements different classes of users, or even individual
users, can access. Word processing files can contain content that their authors thought they had deleted.

2 Heather Brown, John Baker, Walter Cybulski, Andy Fenton, John Glover, Paul Negus, and Jonas Palm. “The role
of microfilm in digital preservation,” in DCC Curation Reference Manual, Digital Curation Center, April 2011.
http://www.dcc.ac.uk/resources/curation-reference-manual/microfilm/.

3 R. A. Stutz and B. C. Lamartine. “Durable High Density Data Storage,” in Fifth NASA Goddard Space Flight
Center Conference on Mass Storage Systems and Technologies, College Park, Maryland, September 1966, 409-419.
http://storageconference.org/1996/papers.html/b2_3.pdf.

* http://millenniata.com/technology/.

> Michael C. Peterson, “Solving the Coming Archive Crisis,” Storage Networking Industry Association, SNIA
Spring 2007 Technical Tutorials. http://www.snia.org/education/tutorials/2007/spring.

6 Chip Walter, “Insights: Kryder’s Law,” Scientific American (August 2005): 32-33.
http://www.scientificamerican.com/article.cfm?id=kryders-law.

7 John Patzakis and Brent Botta, “Authenticating Internet Web Pages as Evidence: a New Approach,” Next
Generation Law and eDISCOVERY Tech Blog, June 27, 2012. http://blog.x 1discovery.com/.

16



Opening Keynotes

Just as something that appears to a human as a single document may be drawn from many data stores, one
item of stored digital data may be part of many different objects. For example, a web page may contain
links to many other pages, and each of those pages could also be referenced by many others. Conversely,
different data can produce identical presentations. A textual document, for example, may be generated
from a word processing file, the scanned image of a paper document, or as a report from a database. Thus,
in preserving digital memories, we need to distinguish between the data objects, which are stored in
computer systems, and the presented objects, which are derived from the data objects and are presented
and at least potentially meaningful to people.

Another polymorphic property of digital memories is that data objects must be processed in order to
be used. Moving the data between storage and presentation, or between transmission and presentation can
involve changes in semantic, syntactic and apparent form. Even if the data remains intact in storage or
transmission, processing for presentation can change or even corrupt the presented object. Furthermore,
apart from any question of alteration or corruption, the same digital data can be rendered in different
ways; for example, numeric data can be presented in tabular or graphic form. This ability of data objects
to take on different shapes may not be merely an incidental possibility. It can be an essential characteristic
of the memory we want to preserve. A clear advantage of digital imaging systems in science, medicine,
and engineering, for example, is that they allow the data to be presented in a variety of ways. In addition,
one of the most prominent aspects of the current digital environment is that much information is intended
to be rendered on different types of devices, ranging from various mobile platforms through laptops and
desktops to even wall sized and billboard displays. Besides further complicating the distinction between
data objects and presented objects, this adaptable display capability contributes to ubiquitous computing,
which is changing the role of information and communication technology (ICT) in human affairs.® Thus,
preserving data objects is not sufficient for digital memory. We must also maintain the ability to process
the data correctly and appropriately.

The polymorphism of digital information means that even the apparently basic issue of what is it
that is to be preserved is not a given, but involves choice: should we preserve what was displayed in a
given instance or the data, structures, controls, and functionality that enabled the presentation, or both? In
order to decide on appropriate choices, we have to consider not only the characteristics of the data objects
and presented objects, but also the dynamic context in which digital information exists.

2. An Environment of Change

Digital preservation has a split personality: its object, memory, is from the past but its objective, access, is
in the future. This schizophrenia is aggravated by the environment of ongoing, open ended and
multidimensional change in which digital information exists.

Ongoing change has two faces, one looking forward, the other backwards. The forward face,
technological progress, introduces frequent alterations in both hardware and software that can also include
significant innovations or departures. The backward face of ongoing change is obsolescence: older
products are no longer supported and become inoperable or unusable, so that, even if we can preserve the
data objects, we may not be able process them or to reproduce the presented objects that the data
represent. Even in cases where older technology could be maintained, improvements in price/performance

¥ Adam Greenfield, Everyware: the Dawning Age of Ubiquitous Computing, (Berkeley, CA: New Riders, 2006).
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of newer products impel us towards replacing it. Obsolescence has been a main focus of attention in
digital preservation.’ But even if obsolescence were not a factor, changing user expectations about access
impel us to alter preservation tactics over time in order to take advantage of technological progress.
Moreover, newer technologies may offer better options for preservation, making older preservation
solutions themselves obsolete. Technological progress in itself should be anticipated and incorporated in
planning for and carrying out digital preservation in order to enable use of the best current technology to
preserve, examine, process, and communicate information from the past.

Change in ICT is not only ongoing; it is also open ended, with often surprising developments. The
history of ICT since the mid twentieth century is one of repeated transformational changes, where the
technology gains new capabilities; new functions are added; new classes of hardware and software are
introduced; and even methods of producing and implementing technology change. Software paradigms
have shifted from structured to object-oriented, to component-based, and to service-oriented approaches.
The emerging paradigm of autonomic computing opens possibilities for additional, radical changes. '’

Technological change has also expanded the varieties of information that ICT can handle.
Computation was initially limited to numeric data. Over the last three decades, ICT’s scope has grown to
include more and more traditional forms of information, such as text, images, audio and motion video.
And it has created new forms that cannot exist outside of the digital realm. Additionally, increases in
speed and capacity have created new possibilities for processing and communicating information, greatly
expanding possibilities for selecting, combining, analysing, and applying different types of information
from disparate sources for a variety of purposes. All of this adds considerable diversity and complexity to
the challenge of digital preservation.

Moreover, changes in one sphere can snowball into others. Web 2.0 flies in the face of traditional,
pre-determined, and systematically controlled user interactions by enabling structure to emerge over time
though use of free-form software tools.'' The expansion of mobile computing has spawned the
proliferation of “apps,” which are substantially changing the end users’ acquisition, use, and experience
of software, while menacing corporate control of ICT resources.

Moreover, the environment of change is not limited to changes in the technology itself or the types
of information it produces. Rather it is multidimensional. First, ICT changes the way we do things. Think,
for example, of the differences it has enabled in the interactions between businesses and their customers
or between citizens and governments. Second, ICT changes the things we do. For example, geo-
positioning technology is enabling precise location tracking of individual vehicles, goods, and people,
with substantial impacts on many commercial, governmental and social activities. Third, ICT changes
who does what.'? Prior to the growth of the Internet, for example, advertising was one-way dissemination
function, but the possibilities the World Wide Web offers for active customer involvement via social
computing has transformed advertising into a multidirectional form of communication in which

? Donald Walters and John Garrett, Preserving Digital Information. Report of the Task Force on Archiving of
Digital Information, (Washington, D.C.: The Commission on Preservation and Access, 1996); Stewart Brand,
“Escaping the Digital Dark Ages,” Library Journal 124, no. 2 (1999): 46-48.

' Richard Murch, Autonomic Computing. (Englewood Cliffs, New Jersey: IBM Press, 2004).

" Andrew McAfee, What is Web/Enterprise 2.0 http://www.youtube.com/watch?v=6xK SJfQh89k & feature=related.
2 Jay Rosen, “The People Formerly Known as the Audience,” in The Social Media Reader, ed. Michael Mandiberg
(New York: NYU Press, 2012), 13-16.
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individual and collective initiative by consumers can have rapid and decisive impact.”> The memory of
the digital age would be greatly impoverished, and probably falsified, if it does not take into account the
additional dimensions of change precipitated by changing technology.

Indubitably, multidimensional and transformative changes will continue in the future, at least as
long as ICT continues to change. Inevitably, the challenge of preserving digital memories, and therefore
its complexity and difficulty, will evolve apace with changes in ICT and its impact.

3. A Plethora of Choices for Preservation

The polymorphous and metamorphosing characteristics of the challenge of preserving digital memories
necessitate multi-faceted, diversified, and dynamic approaches to digital preservation: multi-faceted in
order to deal with the polymorphism of digital information; diversified in order to accommodate varying
requirements in different social, cultural, and institutional contexts; and dynamic to respond to continuing
changes in ICT and its uses and in future user expectations and needs. We can elaborate approaches that
take into account the immensity and difficulty of preserving digital memories and that are appropriate to
different contexts by addressing three questions: what are you trying to preserve; why are you trying to
preserve it; and how much preservation effort is required?

3.1 What are you trying to preserve?

The question of what is to be preserved does not concern selecting things to be preserved, but determining
what properties of those things have to survive in order to assert that they have in fact been preserved.
Given the polymorphism of digital information, determining the properties that are essential to preserve
can be complicated. The possibilities span a spectrum from the preservation of technology to the
preservation of information. Between these extremes is the preservation of information artefacts created
using the technology. Each alternative responds to different needs and entails different actions.

An obvious case where we would need to preserve information technology would be that of digital
artworks that depend on unique technologies. At the other end of the spectrum, for example with
statistical data, all we would need to preserve is the information because users could access and use the
information with readily available hardware and software. In the middle would be classes like three
dimensional models, where we would want to preserve functionality, such as the ability to rotate the
model visually, that requires special technology, but where there are alternatives to the original
technology used to produce the models."*

Obviously, determining where digital objects fall on the spectrum of preservation possibilities does
not depend solely on the properties of the objects themselves. It is also a function of both the object class
technology and the available preservation technologies. Object class technology includes both the original
technology used to produce the data objects and technology currently available for that class of data
objects. Preservation technologies are those created to maintain digital memories when the original
technology is obsolete and there are no satisfactory alternatives outside of the preservation realm.

" Shuai Yuan, Ahmad Zainal Abidin, Marc Sloan, and Jun Wang, “Internet Advertising: An Interplay among
Advertisers, Online Publishers, Ad Exchanges and Web Users,” 2 Jul 2012. http://arxiv.org/pdf/1206.1754v2.pdf.
' Peter Bajcsy, Appraisal of 3D Data Conversions and Visualization Software Packages, January 21, 2009.
http://www.archives.gov/applied-research/ncsa/.
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Ilustrating how technology impacts where objects fall in the spectrum, the class of geographic
information systems (GIS) is distinguished from mere geographic data by the ability to display data in a
cartographic presentation having selected that data from many different types of data stored separately. In
principle, as long as we can select data from the separate layers in a GIS and display them in map form,
we do not need to preserve the original GIS software. If there were interoperability across GIS formats,
GIS would be situated in the middle of the spectrum. However, most GIS depend on proprietary software,
which often has features not present in other products in the same object class. If these features were
deemed necessary to preserve, maintaining the technology that supports the unique functionality would be
necessary, pushing GIS to the technology end of the spectrum.

A given class of digital objects could move across the spectrum, even from one end to the other. In
the early days of word processing, for example, visual display technology was too crude to present text in
different typefaces. In the 1980s displays were introduced that enabled text to be displayed on screen just
as it would be printed on paper, but at that time the only way to preserve that presentation capability was
to maintain the specific display technology. Today, however, we do not need any special technology to
present text documents from the 1980s with their original formatting.

In sum, then, digital information objects fall at the ‘preserve technology’ end of the spectrum when
the only way to ensure continuing access to them is to preserve the original technology or some
equivalent or surrogate, such as an emulator. Objects fall at the ‘preserve information’ end of the
spectrum when, given their physical survival, they can be accessed using readily available current
technology. Objects fall within the ‘preserve information artefacts’ range when they require specialized
processing capabilities to render the data objects, but there are alternatives to using the original
technology.

In some situations, more than one approach to digital preservation might be appropriate. In the case
of interactive digital artworks, where the audience or spectators are involved in real time in the production
or performance of the creative work, we face the alternatives of preserving the technology that makes the
experience possible or somehow capturing the performance at some particular time and preserving that. In
the first alternative, preserving the technology used in performing the work, we would not be preserving
memories of specific happenings, but the capabilities that make such happenings possible. In the second,
we would not be preserving the digital artwork, but a derivative product that not only does not include
any of the technology of the artwork, but also is bereft of precisely what made the art interactive and
creative. Basically, this is no different than the alternatives of preserving a written musical score and
preserving a recording of a performance of the score.

We also face the option of preserving technology or preserving information in the case of websites
where inputs from external sources constantly change what is presented. To enable people in the future to
appreciate how users could interact with such a website, we would need to preserve the technology of the
website, but that would provide no knowledge of what any users actually saw or might have seen on the
website at any time in the past. For that, we would need to preserve snapshots of the website. We cannot
decide which alternative is appropriate solely by considering the properties of the information and related
technology. For that we have also to address the second question, the purpose of preservation.

3.2 Why are you trying to preserve it?

In addition to the properties of the information objects themselves and the state of related technology,
determining the appropriate course of preservation actions depends on the purpose for which digital
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information is preserved. We can distinguish two basic reasons for preserving information: either for
remembrance or for utilization. We preserve information for remembrance in order to provide the future
with opportunities to gain knowledge of the past from materials produced or acquired at the time of which
we wish to gain knowledge. We preserve information for utilization in order to enable future use of that
information for purposes that are likely to be different from the purposes for which they were created or
acquired. While remembrance and utilization are not essentially contrary to one another, they lead us to
different preservation actions. Preserving for remembrance would lead us to maintain digital memories as
pristine as possible. This goal is best served in many cases by preserving the original information
technology. But preserving information embedded in specific technologies creates barriers to exploiting
this information in the future. To optimize possibilities for utilizing preserved memories, we would want
to reduce or eliminate dependencies on the hardware and software originally used to produce and/or retain
the information.

Decisions on what we are preserving and why we want to preserve it are interrelated. This is
illustrated in the case of preserving email and other communications on the Internet. In order to work
globally, email has to be independent of specific hardware and software as well as relatively impervious
to technological change. Thus, there is no need to preserve information technology to preserve email
messages. Several initiatives have approached email as an artefact of technology, maintaining the
organization of messages within individual users’ accounts, because that is the way the technology is
implemented."’ However, if we focus on the value of the information in email as evidence of the conduct
of human affairs, the emphasis shifts to the communications between and among individuals and groups
of individuals. The threads of communication that evince and often enable important developments in
human history are outside of the confines of individual users’ accounts and even of the administrative
domains of email implementations. To preserve the memory of events ranging from the Arab Spring'® to
the international outpouring of charity on behalf of an elderly school bus monitor who was abused by
schoolboys in New York State this spring,'” we need to preserve the connections among the messages,
independently of the artefacts of the enabling technologies.

3.3 How much preservation effort is needed?

What is done to preserve digital memories also depends on how much effort is required. The amount of
effort is proportional to the level of resources required to accomplish it. In most cases, resources will be
the independent variable. Resource limits may have major impact in determining what is preserved and
what preservation actions are carried out. Three sub-factors determine the amount of preservation effort
required: quantity, variety, and range.

How much information? In the digital realm, quantity should be measured in both the volume of
digital data to be preserved and the number of discrete objects the data comprise, and the probability of
substantial growth in both parameters should be a major concern. Between 2006 and 2011, the amount of

' The Collaborative Electronic Records Project, http://siarchives.si.edu/cerp/.

'® Ekaterina Stepanova, “The Role of Information Communication Technologies in the ‘Arab Spring’
Implications Beyond the Region,” George Washington University, PONARS Eurasia Policy Memo No. 159, May
2011. http://www.gwu.edu/~ieresgwu/assets/docs/ponars/pepm_159.pdf.

7 Rene Lynch, “Bullied school bus monitor calls it quits: She’s retiring,” Los Angeles Times, July 27, 2012.
http://www.latimes.com/news/nation/nationnow/la-na-nn-bullied-school-bus-monitor-retires-
20120727,0,6307218.story.
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digital data produced worldwide doubled every two years, exceeding a trillion gigabytes in 2011, and it is
expected to increase fifty times more by 2020. The number of files containing this data has increased even
faster and is expected to increase seventy-five times by 2020.'® These staggering numbers have both
global and local implications: there should be significant benefits from international coordination to avoid
wasting resources on duplicative efforts and to promote the development of technical capabilities that can
be widely implemented; technical solutions developed for particular preservation challenges need to be
scalable to accommodate projected growth; and repositories need to anticipate growth in data volumes
and numbers of objects that will eclipse everything they have faced until now. The only exceptions would
be closed collections, where there will be no further additions.

Given the probability of growth, the quantity of information to be preserved will probably become
an increasingly important factor in deciding what gets preserved and how much effort is expended on any
set of objects over any period of time. In cases of very valuable information resources, preservers may
have to settle for merely ensuring the physical survival of data objects because there will not be resources
and perhaps not even any technical possibilities for addressing other requirements, such as overcoming
obsolescence or enhancing access.

What variety of digital memories is preserved? Preservation efforts will demand more resources
and become more complex as the variety or heterogeneity of the information objects being preserved
increases. In general, the greater the variety of objects being preserved, the greater the variety of
preservation tactics that will be needed. Homo- and heterogeneity of digital memories are determined at
several levels. At the highest level, they relate to the types of information; such as, text, image, audio,
motion video, and so on. In addition, in the digital realm, any type of information can be represented in
different ways; e.g., text may be encoded as characters or as images of printed documents, and graphic
information may be represented by raster or vector data. So, for any type of information, we need to know
what data types are used to express it in digital form. Going another level down, a given data type can be
encoded in a variety of formats. For example, character encoded text may be in plain text, rich text,
Hypertext Markup Language (HTML), eXtensible Markup Language (XML), portable document format
(pdf), Microsoft Word, Apple Pages, and other formats. "

Furthermore, a digital object may be more or less complex. A digital document may consist entirely
of textual information all encoded in a single format, but it might comprise several types of information;
such as, text, photographs, graphic illustrations, and even audio. A Web page may include static text, data
drawn dynamically from a database, images, applets that enable interaction with users, et al.

The variety of formats, and the complexity of objects are also likely to increase the variety of
hardware and software necessary to support them. For example, preserving purely numeric data can be
very simple; however, if the data are embedded in an object where the specific content is determined in
real time from user input, it may be necessary to preserve the database management system used to
manage the data, as well as technology needed to reproduce the corresponding presented objects.

What is the range of preservation efforts? Preservation efforts may be directed only at objects
individually or extend to preserving relationships among objects. It is not a question of whether objects
are related. Basically, all objects subject to a given preservation regime are related simply by virtue of

' John Gantz and David Reinsel, Extracting Value from Chaos, 2011. http://www.emc.com/digital universe.

' John C. Bennett. “A Framework of Data Types and Formats, and Issues Affecting the Long-term Preservation of
Digital Material,” JISC/NPO Studies on the Preservation of Electronic Materials. British Library and Information
Report 50, Version 1.1. 1999. http://www.ukoln.ac.uk/services/papers/bl/jisc-npo50/bennet.html.
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being held in the same repository or being part of the same collection. Generically, we should distinguish
cases where things are simply compiled or grouped together, with no intrinsic ordering or relationships
among them, from combinations where there are relationships that must be preserved along with the
individual objects. In the case of ‘records’ as defined in archival science; that is, documents produced or
acquired and kept in the course of activity, there are essential relationships among records of a given
activity; for example, between a letter and the response to it, and between a plan and documents produced
in executing the plan and evaluating its success. If these archival links are lost, the possibility of
reconstructing the activity on the basis of the evidence provided by the records is diminished.

For purposes of digital preservation, what matters is not the existence of relationships, but whether
the relationships require preservation efforts in addition to those required for individual objects. Consider
a set of digital maps produced by scanning printed maps. There would certainly be relationships among
the maps if they were all pages in a printed atlas, and we would need to ensure that both the relationship
of parts to the whole and the sequence of maps in the atlas were preserved; however, these relationships
could adequately be preserved in metadata. That would not require any special digital preservation efforts.
In contrast, consider the maps that could be produced from a geographic information system. No amount
of metadata would be sufficient to preserve a GIS. Many GIS contain such a rich store of data and provide
so many options for displaying the data that it would not be possible even to enumerate the set of maps
that could be produced using the system. Furthermore, the option of simply preserving each of the various
data types or “layers” included in the GIS would not be sufficient because it would not preserve the
essential ability to select data elements both within and across layers for composite display in
cartographic form. A GIS, which normally consists of cartographic and attribute data, might also be
linked to other types of information, such as scientific observations made at specified locations, or
historic photographs taken at different times. Preserving such systems requires maintaining the links to
such heterogeneous types of information and maintaining the ability to locate them correctly in presented
objects.

4. Conclusion

Obviously, digital preservation constitutes an enormous and difficult challenge, one which we must attack
less we fail to address important cultural, educational, scientific, social, governmental, and practical needs
which depend on, or would benefit from, access to digital memories. The three questions of what, why
and how much combine to form a framework for rational discourse on digital preservation, one that
embraces the polymorphic character and metamorphosing context of digital information. The framework
should guide an integrated and parallel consideration of the three questions because their answers will
often be interdependent. This framework should be useful in a variety of contexts, ranging from
articulating a theory of digital preservation; to developing a specialized bodies of knowledge and skills,
such as digital curation and archival engineering; planning for and managing repositories; developing and
implementing strategies for particular sets of information objects to be preserved, and defining the need
for preservation technologies, guiding their development, and evaluating the relevance and adequacy of
specific preservation techniques.
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Keynote: Trust and Conflicting Rights in the Digital Environment

Luciana Duranti
School of Library, Archival and Information Studies, The University of British Columbia, Canada

Abstract

While evolving and emerging digital technologies serve the needs of governments, businesses and
individuals to great advantage, the often unintended consequences of their use may be harmful. When
WikiLeaks began publishing the largest set of confidential documents ever released, it exposed how
endangered are our cherished, yet sometimes conflicting rights—secrecy vs. transparency, privacy Vvs.
access—in the digital world. Moreover, making, storing and accessing records in the highly networked,
easily hacked environment of the Internet, is creating liabilities that institutions may not have thought
they were assuming. Can the data be trusted? Can the documents from which the data are derived be
trusted or even traceable? Are they complete? Are they authentic? Who has access to them? How secure
are they? The overview of these and other legal challenges provides a framework for the presentations
discussing them.

Author

Luciana Duranti is Chair of Archival Studies at the University of British Columbia, and a Professor of
archival theory, diplomatics, and the management of digital records in its master’s and doctoral archival
programs. She is Director of the Centre for the International Study of Contemporary Records and
Archives (CISCRA) and, among many research projects about the issues presented by digital records,
InterPARES, Digital Records Forensics, and Records in the Clouds. She is co-Director of “The Law of
Evidence in the Digital Environment” Project. Duranti is active nationally and internationally in archival
associations and committees, such as the UNESCO International Advisory Committee of the Memory of
the World Program; and has been the President of the Society of American Archivists, of which she is a
Fellow. She publishes widely on archival theory and diplomatics.

“Whatever matters to human beings, trust is the atmosphere in which it thrives”

Sissela Bok'

On November 28, 2010 WikiLeaks began publishing the largest set of confidential documents ever
released, provoking the outrage of governments worldwide, regardless of the many individual voices
claiming the morality of such action. Revelation of secret documents is nothing new. What is new is the
scale of the phenomenon. Technology has allowed for the uncontrolled growth of databases that can be
accessible from any distance. With the amount of data/documents/records created and maintained in
digital form, there is a new social awareness of their information potential, and the ease with which they
can be disseminated highlights the vulnerability of all parties involved. This fact in itself is at the root of a
redistribution of power—the right to know is becoming the core of a new form of democracy that refuses
to be held captive to old mechanisms. The WikiLeaks model is destined to spread. TradeLeaks and
BrusselLeaks are examples, claiming to reveal frauds in commerce and in the political dealings of
European Union members, but in the process, risking damage to the rights of individuals, organizations

! Sissela, B. (1978). Lying. New York: Pantheon Books.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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and governments, as well as to their legitimate operations. These developments are resulting in demands
for increased security surrounding digital information, but technology is not the whole answer. The
challenge is providing transparency while protecting the arcana imperii (state secrets).

In an interesting twist, WikiLeaks entrusted the selection and dissemination of the information to
five newspapers for the purpose of avoiding making available data that would hurt military operations or
human beings. The old press put its authority at the service of rights to transparency and access by
helping certify the reliability and authenticity of the documents, a function of vital importance when their
origin is not known and the accuracy of their content may be in doubt. The challenge is establishing
documents’ accuracy, reliability and authenticity and maintaining it over time in such a way that it can
be proven.

It is worth noting that Sweden, which in 1766 passed the oldest freedom of information law, is the
country that most fiercely condemned the WikilLeaks disclosure. But condemning an action does not
prevent its repetition. Iceland recently approved a law that allows for the publication of secret documents.
Germany is following suit and so are other countries. Developing new legislation for access requires a
profound understanding of the digital environment, of the information generated within it and the various
forms it takes, and the way it relates to actions, transactions and facts. The challenge is to develop
legislation and procedures based on an understanding of the way in which digital records serve and
protect the rights of the people and of those who govern them.

In 2009, the Information Commissioner of Canada, in a report entitled A Dire Diagnosis for Access
to Information in Canada, wrote: “The poor performance shown by institutions is symptomatic of what
has become a major information management crisis (emphasis original). A crisis that is only
exacerbated with the pace of technological developments. Access to information has become hostage to
this crisis and is about to become its victim. There is currently no universal and horizontal approach to
managing or accessing information within government. Some institutions don’t even know exactly what
information they are holding.”* The challenge is to develop an infrastructure that ensures a seamless
controlled flow of authentic data/documents/records from the creator to the preserver irrespective of
changes in technology.

The right of societies to an enduring documentary heritage became the mission in 1992 of the
UNESCO Memory of the World Program. The program inscribes in its registers the records of human
achievements as well as those of the darkest moments of human history. It is now grappling with the
development of guidelines for the preservation of nominated digital material, which will enable
custodians to ensure its continuing authenticity and reliable permanent preservation. The challenge is to
provide guidance to countries, organizations and individuals with different resources and from different
cultures, connected by the Internet but divided by their ability to realize its potential while protecting
themselves from its risks.

The challenges described show that several conflicting rights, directly linked to the creation,
management and preservation of data, records and archives, are at risk in the digital environment: the
right to transparency and to secrecy, the right to access and to privacy, the right to knowledge and
to economic gain, the right to dissemination of one’s work and to its integrity, the right to memory
and to right to be forgotten, the right to the endurance of one’s heritage and the right to oblivion.

? Office of the Information Commissioner of Canada. (2009). A Dire Diagnosis for Access to Information in
Canada. Online: http://www.oic-ci.gc.ca/eng/med-roo-sal-med_spe-dis_ 2009 _4.aspx.
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How can we protect these conflicting rights? Whom and what can we trust with the care of the
digital objects that embody them, attest to them, support them, result from them, are the object of their
exercise, or disseminate them so that they can be nurtured, respected, guaranteed, and regarded as certain
and clear? The certainty of people’s rights as objectified in the world” documentary residue is one of the
pillars of every democratic society. As Baldassare Bonifacio wrote in 1630:

There is nothing more necessary for clearing up and illustrating obscure matters...for conserving
patrimonies and thrones, all things public and private, than a well constituted store of volumes and
documents and records—as much better than navy yards, as much more efficacious than munitions
factories, as it is finer to win by reason rather than by violence, by right than by wrong.’

And as Sir Hilary Jenkinson re-stated three centuries later, documents are “the material evidence of
the historical case.”* Again, whom or what do we entrust with this invaluable store of rights?

Traditionally, trust in documents has been based on trust in those who hold them in custody. The
grounds for it are: reputation, which results from an evaluation of the custodians’ past actions and
conduct; performance, which is the relationship between the custodian’s present actions and the conduct
required to fulfil his or her current responsibilities; competence, which consists of having the knowledge,
skills, talents, and traits required to be able to perform a task to any given standard; and confidence, which
is an assurance of expectation of action and conduct.” With respect to the digital material produced by
contemporary society in both the public and private sphere, do we still have confidence in the
competence, performance and reputation of those who have it in their custody? If we do, should we? Is
the legal framework in which they operate strong enough to ensure that our trust is well placed?

In contemporary practice, individuals and organizations are increasingly saving and accessing
records in the highly networked, easily hacked environment of the Internet, where current policies,
practices and infrastructure prohibit us from being able to assess our trust in records relying on the kind of
understanding we used in the past. How do we know that those who hold digital records about us make
the right decisions about keeping them safe, and accessible only to those who have a right to see them,
using them for good and in a transparent way, disposing of them when required, and selecting reliable
Internet providers for storing and managing them? Who has established the rules according to which they
operate, and in the context of what values and purpose?

The interconnectedness of the Internet is forcing us into one community without the benefit of
gradually getting to know one another. As the United States developed the Internet, its social, political,
and economic views are reflected in its management, thereby rankling other countries. A recent example
highlights the risks of using a consumer file-sharing service for business purposes when it is not clear
what legal framework controls it. U.S. federal prosecutors blocked access to the file-sharing site
Megaupload.com on charges that the site violated piracy laws, and New Zealand police arrested
Megaupload’s founder based on the U.S. accusations. As a consequence the data of at least 50 million

* Born, L. (1941). “Baldassarre Bonifacio and His Essay De Archivis,” The American Archivist IV, 4: 233-234.

* Jenkinson, H. (1980). “The English Archivist: A New Profession,” in The Selected Writings of Sir Hilary
Jenkinson (Gloucester), pp. 246—47.

> Borland, J. (2009). “Trusting archivists.” Archivi & Computer, XIX(1):96-109; Duranti, L. and Rogers, C. (2011).
“Educating for Trust,” Archival Science, Volume 11, Issue 3, pp. 373-390. Online: SpringerLink
doi:10.1007/s10502-011-9152-3. See

http://www.springerlink.com/openurl.asp?genre=article&id=doi: 10.1007/s10502-011-9152-3; Sztompka, P. (1999).
Trust. Cambridge University Press, Cambridge.
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Megaupload users ran the risk of being erased.® Convinced that existing laws could not deal with growing
piracy concerns, the U.S. Congress introduced the Stop Online Piracy Act (SOPA), which resulted in
protests across the Internet that persuaded Congress to reject the bill. In the meanwhile, the European
Union proposed a “right to be forgotten™ directive, which would have required every member state to
issue legislation protecting online intellectual rights and privacy.” Thankfully, this initiative also, was
unsuccessful, but it shows how unclear is what is best to do. Google established a blanket privacy policy
for all materials on its cloud,® while Twitter chose to go the opposite way and to adopt the policy of the
country of origin of the record.’ Indeed, the Internet has forced us into one community, but one
community in desperate need of a shared legal framework that promotes consistency and balance in terms
of policies and practices regarding the handling of digital objects, especially when they reside with
Internet services and social media providers.

In fact, regardless of several public cases of dramatic documentary incidents, people in general trust
all kinds of organizations, like banks and phone companies, to keep and maintain their
data/records/archives on their behalf. In effect they have shifted their trust from the central records
repository in their home or office to distributed archives online, the stewardship for which is entrusted to
others. Where their records actually reside, how well they are being managed, how long they will be
available to them... they have no idea! Many organizations are recognizing this shift and becoming
concerned about a liability they may not have thought they were assuming, especially as more and more
clients abandon their own recordkeeping, and place greater reliance and trust on the recordkeeping
abilities of the organizations with which they interact.

In additions, commercial organizations like telecommunications services, distributors, and the like,
are amassing huge volumes of data that they use to provide a host of services, many of which focus on
marketing and securing competitive advantage. This is the evolving world of big data’, the exploitation of
seemingly innocuous records, like call centre records, purchase orders, etc., to produce data that can be
re-manipulated to serve a host of purposes, also called ‘data mining.” Big data is introducing a view of our
documentary output that flips our traditional view on its head: certain records can grow in value if it is
recognized that their accumulation through time will enable the production of data that themselves will
grow in value as their potential to support organizational priorities—especially strategic priorities—is
realized. However, big data also fosters a range of democratic objectives, from promoting government
transparency to supporting research to contributing to public-private sector goals and priorities. Thus,
legislation, regulations, policies are needed to control these activities so that their benefits can be ripped
and their risks contained.

The issues for data and records coincide. Can the data be trusted? Can the records from which the
data are derived be trusted? Are they complete? Are they authentic? How were they generated, by whom
and under what conditions? Is there sufficient contextual information to enable them to be understood?
These are questions faced by quite a number of organizations that are beginning to act on the realization

% Maes, J. (2012). “SOPA, PIPA, Megaupload.com, and the United States Government,” Washington Times (3
February). Online: http://communities.washingtontimes.com/neighborhood/political-potpourri/2012/feb/3/sopa-pipa-
megauploadcom-and-united-states-governme/.

7 http://www.bbc.co.uk/news/technology-16677370

¥ Google (2012). Preview. Privacy Policy 1 March 2012. Online:
http://www.google.com/intl/en/policies/privacy/preview/.

? Twitter Blog (2012). “Tweets Still Must Flow.” Online: http://blog.twitter.com/2012/01/tweets-still-must-
flow.html.
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that their data holdings, and the records generating that data, are digital assets that need to be managed
effectively if they are to be trusted by those making decisions and by clients, customers, citizens, etc. One
of the catch words in this arena is ‘traceability’, that is, the ability of an organization to trace back from
the data it is using for decision-making, service delivery, etc., to the source records from which the data
are derived. The issue of traceability of data to trusted records is becoming huge and constitutes the
foundation of trust in data.

Different but equally significant issues are generated by the fact that individuals and organizations,
large and small, are drawn increasingly by the lure of cloud computing for the many benefits it offers.
Scalable, agile, efficient, on-demand computing resources mean that email, photos, documents, records,
and archival fonds can be easily stored and shared through a seemingly endless number of hosted web
applications, and that sophisticated software, platforms, and infrastructure are available to the budget-
conscious and the technology-resource limited. Cloud architectures offer on-demand access to services
across a network of standard internet-accessible devices—mobile phones, tablets, laptops—and a vast
array of other equipment, such as game consoles, MP3 players, and e-business technologies. Resources
are shared among users, and resource use is monitored and invoiced based on usage for service. We
choose—and increasingly rely on—cloud services for communication, backup and storage, collaboration,
distribution, recordkeeping and preservation. But for every benefit there is a corresponding risk that may
or may not be recognized.

The model of cloud computing is reminiscent of the mainframe environment of the 1960s, except
that in this case we are not putting our trust in the proprietary and highly controlled environment of the
company mainframe, but in global service providers, whose agendas and priorities as they build out their
infrastructures are very different from our own. The trust relationship demands careful analysis and
consideration and it is important to highlight specific challenges to entrusting data, records and archives
to the cloud. Key issues of ownership, jurisdiction, and privacy have yet to be resolved. Longer term
concerns around responsibility for maintenance, access, and preservation, all of which correspond to
issues of trust, are looming on the horizon. The following list identifies some legal concerns but is by no
means exhaustive:

e The servers in which data and records are stored may be, but likely are not, in the same country or
jurisdiction in which they were created. In the event of litigation or other dispute, in what
jurisdiction will they be governed?

e Do you even know with which provider your material is stored? As the cloud storage market
continues to grow, this becomes increasingly unclear. New storage providers are appearing who
aggregate unused storage from third parties. The entrance of a peer-to-peer model for storage
adds further complexity to teasing out the tangled web of provenance, custody, control, and legal
responsibility.

o Will trade secrets or legal privilege, if entrusted to cloud storage, continue to exist after they have
been shared with a third party?

e How will cloud service providers protect content from data breaches? There is a school of
thought that says you should be concerned not about if a data breach occurs, but when it occurs.
How will your cloud service provider handle a breach? Will your provider even admit to a
breach?

28



The Memory of the World in the Digital Age: Digitization and Preservation

e  Audit is usually not allowed by cloud providers: How do you prove authenticity and an unbroken
chain of custody?

e What happens to content if a cloud service provider goes offline, due to bankruptcy or criminal
investigation, or if the server containing your material is sequestered for an investigation?

e How do you transfer the material to the designated cultural institution with independent evidence
of chain of custody?

With these questions in mind, returning to the concept of trust and the protection of rights embodied in
and exercised through data, documents, records, archives, if trust rests on our confidence in the
reputation, performance, competence, and confidence of the custodian of our digital material, we must ask
hard questions of those to whom we entrust our data, records and archives. International research projects
into the nature of digital records have developed guidelines and solutions to managing authenticity,
accuracy and reliability in digital records systems, but solutions are often out of reach financially for
many individuals, organizations and countries driven by the bottom line. National and international
standards of records and information management provide guidance but adherence is not legally required
in most sectors. Cloud computing offers to ease the financial burden of many aspects of records
management and archival storage, but—as we have seen—raises a host of new and troubling questions
that must be answered if we are to be able to trust and maintain access to our material. Technology will
not stand still to wait for our legal and regulatory system to catch up. Even if it did, domestic legislation,
as controlled as it is by the higher law of each country, and, in common law countries, also by case law,
would often be conflicting with that of other jurisdictions, and, looking at the world map, we would be
seeing a tower of Babel of legislations that create more problems than they can solve.

What we need is an internationally agreed upon legal framework that will support the development
of integrated and consistent local, national and international networks of policies, procedures, regulations,
standards and legislation concerning digital records, to ensure public trust grounded on evidence of good
governance. Such legal framework needs to anticipate problems in maintaining any trust in digital
data/records/archives which are now under the control of entities suffering a waning level of confidence
from the public, including legal, law enforcement, financial, medical, broadcasting, and governmental
organizations and professionals, especially in light of the noted exponential growth of and reliance on
Internet services. This could be done by means of “model legislation” that can be adapted to each national
and cultural context. This model legislation would allow for a harmonization of provisions related to the
proper control of our digital heritage from the moment of creation throughout its life-cycle so that it will
be produced and maintained in an accurate and reliable way and its authenticity will be protected from the
very beginning. A model legislation needs to be detailed enough to contain exemplary norms about
specific issues presented by digital material, but general enough to be independent of technological
changes, focusing on concepts rather than processes, principles rather than activities.

The only body which can take up the responsibility of writing this non-legally binding model law
for the protection of the rights embodied in and exercised through digital documents, and which has the
authority and the recognition for doing so is UNESCO. UNESCO can issue a model law as a
recommendation, that is, as an instrument in which “the General Conference formulates principles and

norms for the international regulation of any particular question, and which invites Member States to take
whatever legislative or other steps may be required in conformity with the constitutional practice of each
State and the nature of the question under consideration to apply the principles and norms aforesaid
within their respective territories” (Article 1 (b)).” The UNESCO Charter on the Preservation of Digital
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Heritage, whose purpose is to guide the member states in overcoming the challenges of digital
preservation, as revised on the basis of the recommendations coming out of this conference, is the ideal
contextual document for a model law. As its natural complement, a model law would guide the legislative
bodies of the member states in ensuring the proper implementation of the Charter’s general guidance
through the issuing of domestic legislation. This conference is the time to start thinking what a model law
should include. If not now, when?
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Keynote: Digitization and Preservation
Global Opportunities and Cultural Challenges

Anne Thurston
International Records Management Trust

Abstract

As countries worldwide enhance their ability to operate in the digital environment, our societies have the
greatest opportunity the world has ever known for preserving and sharing information and empowering
citizens through access to information. There is a rapidly growing international awareness of the
potential benefits but less recognition of what must be in place to realize them. The challenge is to
articulate clearly the essential significance of authentic, trustworthy records as the foundation for
transparency and accountability along with the risks of failing to address digital records management
and preservation; and to share knowledge of good practice across the information profession as rapidly
as possible.

Author

Anne Thurston has pioneered approaches to sharing solutions for managing public sector records with
developing nations. Between 1970 and 1980 she lived in Kenya where she conducted research before
joining the staff of the Kenya National Archives. In 1980 she became a Lecturer, later a Reader in
International Records Studies at the School of Library, Archive and Information Studies, University
College London. She established the International Records Management Trust in 1989 and continues to
be its Director. In 1996 she left University College London to concentrate fully on the work of the Trust.
In the 1990s, recognizing the impact of the rapid changes in the use of information technology on the
management of public sector records, she structured the Trust to address the impact of those changes. Dr.
Thurston was a member of the UK Lord Chancellor’s Advisory Council on Public Records from 1994 to
2000. She was awarded an OBE for services to public administration in Africa in 2000 and a Lifetime
Achievement Award by the Records Management Society of the UK in 2007. She was awarded the
Emmett Leahy Award for Outstanding Contributions to the Information and Records Management
Profession in 2007.

1. Introduction

UNESCO and UBC have achieved something extraordinary in convening this conference. Our societies
have the greatest opportunity the world has ever known for preserving and sharing information and
empowering citizens through access to information. It is the right time, and you are the right people to
take this issue forward. As UNESCO notes on the conference website, digital information not only has
value as a cultural product and a source of knowledge, but it is essential to sustainable national
development as, increasingly, personal, governmental and commercial information is created in digital
form only. Digital and digitized records are rapidly becoming the basis for citizens to exercise and protect
their rights.

My work over the last 40 years has given me a context for examining these issues. I lived in Kenya
for 10 years in the 1980s and joined the staff of the National Archives of Kenya. Later, I taught at
University College London and conducted extensive research on the management of government records

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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in 32 countries worldwide. On this basis, I set up the International Records Management Trust,' which I
have run for over two decades. The IRMT has worked in virtually all regions of the world but mostly in
Africa, where we are committed to providing support to densely populated low-income countries, which
we believe can benefit greatly from strengthened records management. Our three-pronged approach,
which involves on-going research, consultancy, and development/ distribution of free educational
material and assessment tools, has given us an overview of the challenges countries are facing worldwide.

The global wealth of expertise gathered at this conference is extraordinary. At the same time, the
lack of high-level support for digital records management and preservation is a stark reality, with a
massive widening gap between what is needed and what is being achieved. If the digital memory of the
world, including that portion of the memory resident in government records, is to survive, we need to take
a careful look at how we position ourselves strategically to bring about change.

UNESCO has challenged us to launch specific initiatives related to digital preservation, to foster
access to documentary heritage through digitization, to identify legal frameworks that will facilitate long-
term digital preservation, to agree on our approach to exchange standards, and to define the respective
roles of professionals, academics, industry and governments in relation to these issues. These are
excellent and necessary objectives, but to achieve them, we need to understand why digital access and
preservation receive so little recognition and are so poorly funded in most parts of the world. How can we
reverse this position? What are the priority development areas to which we can contribute? I believe that
in addition to technical competence, we have to position ourselves to make our contribution in the context
of the growing global emphasis on citizens’ right to transparent and accountable government. In today’s
climate of limited funding, competing priorities and budget cuts, we have to demonstrate relevance to
global needs.

2. Barriers and Challenges for Digital Preservation

In this presentation, I am focusing on government records and data, not because I am unaware of the
importance of non-governmental cultural assets or of personal and commercial records, but because few
societies invest in cultural preservation for its own sake: there must be practical and demonstrable
benefits to the society. Preserving digital records as cultural assets and managing them as organisational
assets must begin by addressing the weaknesses in the management of current records. Unless we are
positioned close to the point at which the records are still being actively managed in the creating agencies,
the records are unlikely to be available, understandable and useable through time. Ultimately, leadership
and funding for preservation and access will come largely through governments and the donors and
lenders that support them, but a number of crosscutting issues will have to be resolved.

2.1 Issue One: Digital Preservation Is Not a Development Priority

This is, I believe, the single most important issue that we must address. International donor and lender
support is often a crucial factor in influencing national development priorities and an essential source of
funding, but at present, digital preservation is not even on the radar of the global development
community. Unless this changes, the money to pay for digital preservation and the structures needed to
support it will not be available. Too frequently, digitization and business process automation are

' See www.irmt.org.
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concerned only with the present, with little attention to the future. We need to help governments, donors
and lenders understand that digitization and preservation are a fundamental part of the context of
development.

2.2 Issue Two: Lack of Awareness

For the most part, development planners and government stakeholders are not yet aware of preservation
and access issues, of the cost of the failure to address these issues or of what is needed to do so. They still
tend to believe that technology will resolve the problems. The information profession has not yet spoken
powerfully into the development process. We have not made it clear why and how our profession is such
a crucial factor for social and economic development. Introducing Information and Communications
Technology (ICT) is a major development goal in countries across the world. Government officials and
development planners tend to assume that digital information will survive without intervention. They
focus on the dramatic benefits of digital systems without considering the integrity of the digital
information that these systems generate. Millions of dollars are invested in information systems, but
records are not being captured in a form that will be intelligible, unalterable and usable over time.
Government agencies have hardly begun to take responsibility for the records they generate.

2.3 Issue Three: Gaps in the Institutional/ Regulatory Framework

In many countries the combination of laws and policies, standards and practices, enabling technologies
and qualified staff needed to ensure that digital records remain accessible and trustworthy are not in place.
Legislation is often out of date or inappropriate, and conflicting laws tend to split responsibilities for
government records or result in an absence of responsibility, so that no one is accountable. In many cases,
international standards have not been introduced, and often planners don’t know that they exist. There
tends to be an absence of national information policies, and where policies exist, they tend to relate to
paper records. Trusted digital repositories rarely exist, and digital records are often stored on various
recording media in computer rooms or in rooms with poor environmental controls. In many cases, basic
procedures and management controls for digital records management and preservation have not been
developed and implemented, and there has been little planning for continued accessibility in the changing
ICT environment.

2.4 Issue Four: There Is a Lack of Practical Capacity to Manage and Preserve Digital Records

Relatively few records professionals worldwide have had in-depth training and experience in managing
and preserving digital records. University education programmes are beginning to address the issues, but
the lack of practical expertise nationally tends to mean that education and training remain theoretical.
Newly qualified professionals flounder when faced with the enormous challenges of turning theoretical
learning into practical solutions.

2.5 Issue Five: Digitization Initiatives Can Fail Due to a Lack of Preparation and Standards

Digitization is a priority issue for many governments and international organisations as a quick means of
making records accessible and ending dependence on paper records. Digitization projects fail or achieve
limited results where the original paper records are poorly organised and international standards for
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digitization are not recognized. Too often, the management and quality control framework needed to
ensure that the digitized records meet requirements for legal admissibility, reliability and authenticity, and
long-term preservation have not been developed. Requirements for image resolution, metadata fields,
standardised indexes and classification structures, and retention and disposition schedules are often
unrecognized. In some cases, agencies assume that hard copy source records can be destroyed as soon as
digital copies are created; if the scanned image is poor or there are problems with accessing it, the agency
and civil society are at risk. Where the organisation responsible for the digitized records does not have a
digital repository and a digital preservation strategy in place, the digitized records are unlikely to survive
in the long-term.

3. Consequences of the Current Situation

Meaningful citizen engagement in the digital environment requires on-going access to trustworthy,
reliable and accurate records and datasets. If they are not professionally managed in secure technology-
neutral facilities and supported by complete metadata, they are unlikely to be available to support
citizens’ needs. Unmanaged information can be manipulated, deleted, fragmented or lost, and records can
become unreliable. Citizens cannot prove unequal or unjust treatment, delivery of justice is impaired, and
human rights cannot be protected. Access to Information (ATI) requests cannot be met promptly or
accurately. Data drawn from inaccurate and incomplete records can lead to skewed findings and statistics.
Governments’ ability to make decisions and achieve strategic priorities for economic and social
development is seriously undermined. Misuse of information, cover up of fraud, misguided policy
recommendations and misused funding all contribute to poor governance. Information technology
projects are often not sustainable or do not reach their intended goals because records issues are not
addressed as part of the planning and because implementation process and because data is not kept
accurate and up to date.

4. Open Government: An Opportunity for the Records Profession

Over the last several decades, governments and donors have tried to improve the quality of governance
through strategies and programmes for addressing poverty reduction, structural adjustment,
democratisation, service and programme improvement, political regime stability, evidence-based
governance, electronic government and anti-corruption. Records are essential for all these objectives, but
the development community has not recognised their crucial significance. The Open Government
Partnership (OGP),” launched in September 2011, offers a significant new opportunity for our profession.

The Partnership is based on the idea that governments exist for the benefit of the people; the people
should have access to information about what their governments are doing so that they can hold them
accountable and get the greatest possible advantage from government information. The Open Government
Declaration, signed in September 2011, recognised that people around the world are looking for ways to
make their governments more transparent, responsive, accountable and effective. This remarkable
initiative, involving leaders at the highest political level, endorsed the principles of the Universal
Declaration of Human Rights, the UN Convention against corruption and other instruments related to

? See http://www.opengovpartnership.org/.
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human rights and good governance. To date, 57 countries have joined the initiative, 45 of which have
delivered commitments and 12 of which are developing commitments. Moreover, Open Government is
being discussed in many countries that have not applied to join the Partnership.

The transparency and accountability field is now one of the fastest growing public movements of
recent years. It brings together a wide range of organisations and projects aimed at promoting greater
openness on the part of governments, companies and other institutions so that the public can hold them to
account. It represents a unique opportunity for the records profession because well-managed records, as
evidence of government policies, activities and transactions, are the cornerstone of openness. I do not
believe that the movement can truly succeed without our involvement.

At present, however, records barely feature on the Open Government agenda. Instead, Open Data
has an increasingly high profile because it is an immediate way of making government information
available. Open Data involves opening non-sensitive datasets as a way of promoting transparency,
accountability and economic development. The US and UK led this movement initially, but Open Data is
rapidly gathering momentum worldwide. In July 2011, Kenya became the first African country to launch
an Open Data portal, releasing over 160 datasets including budget and expenditure data, as well as
information on healthcare and school facilities. This has caused great excitement in the development
community.

For all the excitement about the potential of Open Data, the fact remains that if governments are to
prove accountable and achieve their economic and social objectives, and if citizens are to engage
meaningfully with their governments in the digital environment, on-going access to trustworthy, reliable
and accurate records and datasets is essential; data is only meaningful if it can be traced back to the
records from which it is derived. There is a strong relationship between records management and
government accountability, decision-making, service delivery and ability to achieve strategic priorities.
Citizens and investors need to know they can trust the information that governments provide. When they
make requests under Access to Information legislation, they have the right to expect that the information
will be provided promptly and will be accurate and authentic. When datasets are released through Open
Government portals, they have the right to expect that the data can be trusted. Only then can Open Data
and Access to Information become true means of ensuring government transparency and openness.

We have an opportunity to raise the profile of records management significantly, with governments
and with donors and lenders, if we can make the case clearly that records are the basis for successful
openness and bring this issue onto the Open Government agenda. Getting records management into OGP
country action plans that members are required to develop is a valuable opportunity to raise the profile of
records management services, argue for greater resources and make a significant contribution to national
and international development. Beyond that, we need to work with international partners to get records
management and preservation onto the OGP agenda.

5. Bringing Records Issues Onto the OGP Agenda

The IRMT, working with the International Council on Archives (ICA) and the Transparency and
Accountability Initiative’ in London, has begun this process. The ICA, as the international NGO
dedicated to the effective management and preservation of records and archives, recognises the

? See http://www.transparency-initiative.org/.
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opportunity that Open Government offers for the records community. The Transparency and
Accountability Initiative, which brings together philanthropic foundations, official aid agencies and civil
society networks to promote innovation in transparency and accountability across many fields of
international development, has accepted that records are fundamental to openness. This month, together
we launched an initiative on Open Government and Trustworthy Records involving an international
stakeholder assessment of a narrative and an assessment tool aimed at helping governments set direction
for records management and preservation as elements of their OGP action plans.

The Assessment looks at the institutional/ regulatory framework and capacity in place at three
levels of achievement. In the initial steps, the goal is to ensure that evidence of government decisions,
actions and transactions is created, captured and managed in fixed and accessible form as reliable and
authentic records, to underpin transparency and accountability. In the more substantial steps, the goal is to
ensure that records management requirements are addressed in relation to Open Data/ Access to
Information requirements and ICT/ e-Government initiatives, and that these requirements are integrated in
the design of government business systems. The goal for the most ambitious steps is to ensure that
proactive disclosure of records and the information and data derived from records is embedded in
government processes and cultures, thereby promoting engagement between governments and citizens.

6. An Example of What Can Be Achieved: Norway*

Norway’s initiatives in records management and digital preservation offer insight into what is achievable.
The Norwegian model requirements for electronic records management systems were first introduced in
1984, and over almost 30 years, ongoing developments in the complexity of platforms, system portfolios
and functionalities have been fused into a common standard for a wide range of applications.

The model requirements emphasise the direct relationship between quality at the point of creation
and the ability to reproduce the records according to their original structure to show relationships and
original context in a way that upholds their authenticity, accuracy and context. This is achieved by
ensuring that everything is identified, labelled and coherently structured within the model requirements.
Legislation narrows down the range of allowed file formats for transmission, and vendors may not sell
electronic document and records management systems in the public sector without proving that their
solutions comply with the model requirements.

One of the most striking aspects of the Norwegian approach is the awareness that preservation itself
is not enough. From a historical perspective, access to archives does not have to happen quickly.
However, if the material is needed because it contains important legal, financial, government based or
rights-oriented information, it is important to reduce the time between creation and public access by users,
including lawyers, courts, public bodies, researchers and individuals. The aim is to meet increasing citizen
expectations for rapid, almost real time access to information and to make digital repositories a natural
part of the digital environment.

* This analysis is based on extensive communication with Olav Hagen Sataslaatten, Assistant Director General of
the National Archives of Norway. See Olav Hagen Sataslaatten,” Does our ability to preserve and create future
access to data depend ultimately on the quality of model requirements in its creational phase?” (poster to be
presented at iPres2012, University of Toronto, October 1-5 October, 2012). See also descriptions of Noark 5,
arkivverket.no/arkivverket/Offentlig-forvaltning/Noark/Noark-5/English-version, and of Norway’s Electronic Public
Records System, www.epsa-projects.eu/index.php?title=Electronic_public_records.
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The Ministry of Government Administration, Reform and Church Affairs offers an Electronic
Public Records System as part of the Norwegian Government’s commitment to transparency and
democracy within the public sector. Based on the Freedom of Information Act and related regulations, it
aims to make the public sector more open to citizens. Central government agencies use this tool daily to
publicise metadata about the records they create online so that users can identify documents relevant to
their interests and submit requests to see them. The documents are provided within a matter of days.
Within a few years from their creation, the National Archives of Norway receives these records from the
ministries through a digital repository structure that meets TRAC and OAIS requirements and reduces the
need for manual operations through standardised models for digital preservation. In 2011 when the
National Archives developed a ‘smartphone app’ to enable public access to records and data direct from
its repositories, the range of possibilities for information retrieval advanced to a new level.

7. Conclusion

At present, the lack of capacity, appropriate institutional/ regulatory frameworks and funding are
substantial impediments to digital records management and preservation. So long as these issues have low
priority, the situation will grow more critical as the volume of records in digital form increases
substantially in coming years and the records from previous technologies age. Marginal increases in
funding will not be enough to reverse the situation. As we examine initiatives for strengthening long-term
digital preservation and consider the roles that different stakeholders need to play in this process, it is also
crucial to position the information profession in relation to the global development context, particularly
the Open Government movement.

We have a unique and essential contribution to make to international development, because we
have the means of ensuring that digital information is protected and preserved in a trustworthy, authentic
form. We have made tremendous progress in developing the concepts and tools needed to manage digital
records, from strategies and standards, to laws, practices and technologies, and we have a powerful global
network of information specialists. However, in order to make our rightful contribution, the profession
will have to reposition itself, to move forward in new directions, to find new ways of sharing good
practice and collaborating with new stakeholders. Government archives, for instance, will need to go
beyond guidance and regulations to assume leadership and oversight. They will need to work actively, not
only within the professional information community, including libraries and museums, but also with
government stakeholders, including those responsible for Access to Information, Open Data, Electronic
Government and audit.

Most importantly, the profession will need to focus on becoming relevant to citizens’ needs. If we
fail to do so, there will be significant losses for government accountability, economic opportunity,
citizens’ rights and the preservation of knowledge. This may begin with international bodies such as
UNESCO and the ICA reaching out to new partners, with universities considering new joint programmes,
with individual processionals opening new discussions across government agencies. The bottom line is
that if we want to serve the world’s citizens by protecting and preserving digital information, if we want
the funding situation to change, we must change.
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Abstract

Research libraries founded HathiTrust in 2008. This digital preservation and access collaboration of
over 60 research libraries in the United States, Canada, and Europe utilizes a shared infrastructure to
preserve digital copies of now over 10 million volumes digitized from print. HathiTrust’s mission is “to
contribute to the common good by collecting, organizing, preserving, communicating, and sharing the
record of human knowledge.”” This paper introduces the goals of HathiTrust, describes the scale and
scope of the HathiTrust collection and its significance, and discusses how the organization is providing
services related to the digital collection, in light of changing conditions for maintenance of the
participating libraries’ print collections, and, in particular, in the context of the current environment for
intellectual property rights.
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1. Introduction

Research libraries in the United States have been digitizing their materials for almost two decades, both
individually and via collaborative projects. Digitization is expensive, and in the absence of an official
national library program or long-term national funding, the libraries have accomplished the task of
converting books to digital form in a number of ways: through partnerships such as collaboration with
Google, grant funding, and self-funding. Unlike commercial enterprises, however, research libraries place
a great deal of value on digital preservation, and in the provision of digital content for scholarly uses into
the future.

Although the conversion of library materials from print to digital form has happened at a brisk pace,
the law has been slow to evolve in terms of considering use of mass digitized library collections. Research
libraries view as an imperative their traditional role as stewards of the record of human knowledge,
regardless of format, so they must do their best in good faith to interpret existing laws, to act lawfully,
and to act in the public interest.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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In 2008 research libraries founded HathiTrust, a digital preservation and access collaboration of
over 60 research libraries in the United States, Canada, and Europe. HathiTrust utilizes a shared
infrastructure to preserve digital copies of now over 10 million volumes digitized from print. HathiTrust’s
mission is “to contribute to the common good by collecting, organizing, preserving, communicating, and
With partners that include libraries in major public and private
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sharing the record of human knowledge.
colleges and universities, independent research libraries such as the Getty and the New York Public
Library, and the Library of Congress, and a collection that is increasingly comprehensive, HathiTrust is
rapidly becoming a central entity for preservation of and access to library collections. Any given
HathiTrust partner library is likely to find more than 50% of its print collection online in HathiTrust. With
such a large aggregate collection, the range of works in HathiTrust represents the full spectrum of
research library collections, including the copyright status of materials in those collections. Consequently,
the HathiTrust libraries must navigate current copyright law to practice responsible stewardship of library
collections and to continue their service mission, in the digital realm.

This paper introduces the goals of HathiTrust, describes the scale and scope of the HathiTrust
collection and its significance, and discusses how the organization is providing services related to the
digital collection, in light of changing conditions for maintenance of the participating libraries’ print
collections, and, in particular, in the context of the current environment for intellectual property rights.

2. Goals of HathiTrust

Structurally, HathiTrust is not a “trust” in the legal sense of the word, nor is it a corporation or even a
non-profit organization. It is a collaborative enterprise of research libraries that depends on funding and
in-kind contributions from its members.

The name HathiTrust was chosen to reflect the values of the organization. Hathi (pronounced hah-
tee) is the Hindi word for elephant, an animal that symbolically represents memory, wisdom and strength.
In concert with its overarching mission, the initial goals set by the HathiTrust partners are:

e To build a reliable and increasingly comprehensive digital archive of library materials converted
from print that is co-owned and managed by a number of academic institutions.

e To dramatically improve access to these materials in ways that, first and foremost, meet the needs
of the co-owning institutions.

e To help preserve these important human records by creating reliable and accessible electronic
representations.

e To stimulate redoubled efforts to coordinate shared storage strategies among libraries, thus
reducing long-term capital and operating costs of libraries associated with the storage and care of
print collections.

e To create and sustain this “public good” in a way that mitigates the problem of free-riders.

! http://www.hathitrust.org/mission_goals
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e To create a technical framework that is simultaneously responsive to members through the
centralized creation of functionality and sufficiently open to the creation of tools and services not
created by the central organization. >

HathiTrust has values of openness and collaboration, and aims to be transparent in its governance and
operations. In addition to digital preservation, the organization also aims to provide access to materials to
the extent legally permissible.

3. The HathiTrust Collection

The HathiTrust collection has its origins in mass digitization projects conducted in partnership with
Google and the Internet Archive, but incorporates much more. HathiTrust brings together collections
from many major Google library partners, including the two largest, University of Michigan and
University of California, and has the largest collection of items digitized by Google. HathiTrust has also
gone a long way towards archiving digital volumes created during Microsoft’s Live Search Books 2006-
2008 project, volumes which were digitized by the Internet Archive and others. More recently, HathiTrust
has focused on incorporating materials that have been locally digitized by the partner libraries. Although
HathiTrust content primarily originates from libraries within the United States, the HathiTrust partnership
includes international partners such as Biblioteca de la Universidad Complutense de Madrid in Spain,
which has contributed a large amount of content, and McGill University in Canada. From its inception in
2008, HathiTrust has grown to include over 10.5 million volumes.

HathiTrust aspires to comprehensiveness and has used mass digitization to accomplish that goal.
Consequently, HathiTrust does not have a collection development policy that requires the partners to
adhere to any specific subject, language, or content criteria. The HathiTrust partner libraries believe that
the value of HathiTrust is in the whole collection, and that this aggregation is reflective of research library
collections selected for scholarly value and preserved over time in print by libraries. The aggregate
collection also offers the opportunity for differentiation of specific digital collections from the whole,
post-digitization, via a layer of services. For example, by aiming for comprehensiveness, HathiTrust is
more easily able to offer up sub-collections like English language literature before 1800 or US federal
government documents. The vast collection holds the potential to be curated and presented in a multitude
of ways using tools available now or developed later. Like the research library collections encompassed
within it, HathiTrust serves a broad constituency by incorporating works that did not top the best-seller
lists but that serve the “long tail” activities of specialized research and scholarship.

The collection spans the gamut of languages in research libraries: more than 400 languages are
currently represented in HathiTrust, of which the highest percentages of volumes are in English, German,
French, Spanish, Chinese and Russian. Most languages are present in the collection in smaller
percentages, but because the collection is so large, the percentages still represent large numbers of digital
volumes, for example Indonesian (33,726), Norwegian (15,429) or Afrikaans (1,053).

2 Ibid.
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4. Significance of the Collection

HathiTrust serves as shared infrastructure for partner libraries to use in managing their print collections.
The significance of a preserved and dependable collection of this magnitude is beginning to be
appreciated. In early 2011, an OCLC Research study by Malpas reported results of an analysis of the
HathiTrust collection relative to the volumes held by US research libraries in print, and found HathiTrust
to be increasingly representative of the physical collections in research libraries.” This holds a number of
implications for the libraries in terms of greatly needed understanding of how much of what is held there
has been digitized, and how much remains to be digitized; the costs to digitize the remainder cannot be
determined unless we know the scale and scope of what is left.

If a given library can possess an understanding of how its particular collection maps to the digitized
whole, and can rely on HathiTrust for preservation of digital versions of those books, the library can then
make informed decisions about how and where to store its physical book collection, including which print
books are essential to keep. When digital books are collaboratively made available, advantages can accrue
through collaborative agreements for retention of the physical books, allowing libraries to reduce storage
costs in the presence of widely available digital copies.

5. How HathiTrust Provides Services in the Context of the Current Environment for
Intellectual Property Rights

The HathiTrust corpus includes millions of works, including both public domain and in-copyright books
and serials. HathiTrust can store these works because US law places limitations on the exclusive rights of
the rights holders, and those limitations support both fair use and preservation purposes. In order to
provide access to the digital volumes in its collection, HathiTrust relies on US and international copyright
law and rights determinations for the corresponding print volumes. For example, HathiTrust uses the
publication dates and countries of publication in cataloguing records to identify large bodies of public
domain works, and in many cases rights holders grant HathiTrust permission to provide open access to
materials in the collection. The totality of the HathiTrust strategy can be characterized as a combination
of automatic rights determinations, manual rights determinations, permissions and agreements, and legal
interpretations.

5.1 Automatic Rights Determinations

HathiTrust’s automated rights determination processes identify materials that we can reliably characterize
as being in the public domain, either based on US law or common attributes of non-US copyright law. By
analysing a number of fixed and free fields in the MARC record, we make a first pass at identifying
public domain works, characterizing the remainder as presumptively in copyright. Although we are not
able to exhaustively detail the criteria that we consider in making these determinations, several key
examples will help illustrate the process. Most US works published in the United States before 1923 are
in the public domain worldwide. US law defines the majority of US federal government publications as

? Constance Malpas, Cloud-Sourcing Research Collections: Managing Print in the Mass-Digitized Library
Environment (Dublin, Ohio: OCLC Research, 2011), http://www.oclc.org/research/publication/library/2011/2011-
01.pdf.
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public domain. US law also treats non-US works published before 1923 as public domain in the United
States; consequently, HathiTrust provides open access to these publications for users coming from
network addresses within the United States. To provide access to non-US works for users outside of the
United States, HathiTrust generally relies on the Berne Convention® as a framework for decision-making.
In many countries, non-US works are only in the public domain 70 years after the death of the author, and
because author death date information cannot be reliably inferred in the cataloguing record, we have
created a “rolling wall” of 140 years before the current year. (This approach provides us with some
protection against assuming a public domain status for a work where the author published a work at a
young age and lived for an exceptionally long time). HathiTrust’s automated routines for determining the
public domain status of works is published online on the HathiTrust website.” Although the current
decision-making framework is focused primarily on US copyright law, Canadian HathiTrust partner
libraries have begun discussions to define specific exceptions found in Canadian copyright law.

5.2 Manual Rights Determinations

HathiTrust also uses a carefully defined set of procedures, systems and legal guidance to make manual
rights determinations. With generous assistance from the Institute of Museum and Library Services,
HathiTrust implemented a Copyright Review Management System (CRMS) in 2008. The design of that
system was guided by and continues to be refined by legal scholars. It incorporates strategies such as
double-blind review in order to increase the reliability of determinations. The reliability of determinations
has been and will continue to be tested against benchmark data (e.g., record analysis by the US Copyright
Office). The first CRMS work was focused on books published in the United States between 1923 and
1963; current work is focused on non-US books published in English-language speaking countries and
Spain. The Copyright Review Management System is documented online.’ Additionally, legal experts
may flag individual works for review. All manual decisions override automated decisions, and both sets
of decisions are registered in a HathiTrust-maintained Rights Database. The architecture and decision-
making related to the Rights Database is also documented online on the HathiTrust website.” More than
100,000 works have been opened using manual determinations; roughly 55% of the works reviewed have
been found to have a public domain status.

6. Permissions

Recognizing that many rights holders believe that open, online access to their publications is either part of
their mission or in their best interests, HathiTrust supports several strategies for individuals and
organizations to open access to their publications. HathiTrust makes a form available online so that the
rights holder may convey perpetual and non-exclusive permission for access; this form supports many
methods for access, including simple permission without changing the copyright status of work, and
application of a Creative Commons license.® Additionally, HathiTrust has negotiated agreements with

* http://www.wipo.int/treaties/en/ip/berne/trtdocs_wo001.html
> http://www.hathitrust.org/bib_rights_determination

® http://www.lib.umich.edu/grants/crms/

7 http://www.hathitrust.org/rights_database

¥ http://www .hathitrust.org/permissions_agreement
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some rights holders (e.g., Duke University Press) where entire lists of titles are opened with a Creative
Commons license, and, in return, HathiTrust provides files and updates to the rights holder. More than
7,000 works have been opened through explicit rights holder permissions.

Using this combination of strategies, HathiTrust has opened more than 3 million works for users at
US network addresses, and more than one million works for users worldwide. This represents roughly
30% of the HathiTrust collection. The remainder of the HathiTrust collection, approximately 70% of the
works, has either been determined to be in copyright through the CRMS process or is assumed to be in
copyright, pending further investigation.

7. Other Lawful Uses of Digital Materials

HathiTrust has used legal guidance to undertake other strategies to provide access to works in the
HathiTrust corpus. Rubrics such as fair use in US copyright law (or fair dealing in other regimes) provide
a framework for some uses, and HathiTrust supports some of these. In addition, constituencies like the
blind or other persons with print disabilities may be served under legal regimes like that in the United
States. Similarly, some provisions of US law support HathiTrust’s preservation mandate.

Under US copyright law, including the fair use provisions, HathiTrust has developed and provides a
powerful discovery mechanism for the entirety of the corpus. Every word and phrase (in hundreds of
languages and many character sets) in HathiTrust is indexed and searchable by users worldwide. Where
HathiTrust has determined that a work may be made accessible to a given user, the search results provide
a significant amount of context, and links are provided to the full text, which can then be read online. In
other cases, either in the limited number of instances where we know the work to be in copyright, or
where we treat the work as being in copyright in the absence of more reliable information, HathiTrust
reports the page numbers and the number of hits per page to the user who conducts a search. This
powerful search capability has been extremely helpful to many scholars, as it serves as a master index to a
corpus of billions of pages.

Many legal regimes support use of in-copyright works for users with print disabilities. For example,
the Chaffee Amendment to US copyright law, Section 121, allows an authorized entity to provide access
to works that are protected by copyright to certain users.” In addition, certain uses of in-copyright works
to make them available to the blind have been determined to be fair use under US copyright law. The
mechanisms HathiTrust has put in place are preliminary, pending the resolution of the legal challenges
facing HathiTrust. Currently, using this framework, HathiTrust provides access to millions of works for
University of Michigan users certified to have print disabilities. In each case, HathiTrust provides the
authenticated user access to the underlying text through a special interface so that the user may use the
text with a digital Braille or other reading device. Only digital copies of works that have been determined
to be part of Michigan’s print collections are included in the service.

Preservation-related provisions in law support other lawful uses of works that are in copyright. In
US copyright law, Section 108 supports limited services when an in-copyright work is not available on
the market in an unused copy at a reasonable price, and where the library’s copy is damaged,
deteriorating, lost or stolen.'® As with services for the print-disabled, the mechanisms HathiTrust has put
in place are preliminary, pending the resolution of the legal challenges facing HathiTrust. Currently, at the

? See, for example, http://www.loc.gov/nls/reference/factsheets/copyright.html.
1 See, for example, http://www.law.cornell.edu/uscode/text/17/108.
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University of Michigan, HathiTrust provides access to certain damaged, deteriorating, lost or stolen works
under this interpretation of US law, only to University of Michigan users. These University of Michigan
users are not able to download the work in its entirety (i.e., they are currently only able to read the work
continuously on the screen or to download one page at a time). No more than one simultaneous user per
copy owned may view the work. Each work is clearly marked as being in copyright and the user is
notified that access is supported under this interpretation of US copyright law.

As librarians, we must navigate a complex intellectual property rights landscape. Because of the
importance and complexity of our work, our University counsels and other legal scholars guide us in
making these decisions. Recent work by Peter Jaszi, Jennifer Urban, Pam Samuelson, and other American
legal scholars has been helpful, but practical decisions for an organization like HathiTrust are largely
untested. We hope, through the processes documented here, to build responsible foundations upon which
other uses can be defined.

8. Conclusion

As a digital research library collection unprecedented in size and scope, HathiTrust serves an increasingly
pivotal role. HathiTrust has become a vehicle to support end user access to the record of human
knowledge and to support the preservation of library collections. Libraries have existed for hundreds of
years, each building its distinctive collection with more or less complementarity to other collections.
Now, through aggregation, libraries are using HathiTrust to explore questions of bibliographic
identification, of collection management, and of copyright determination. Through this collectivity,
libraries have begun to make strides in facing the economic and legal challenges inherent in the
management and use of digitized library collections.
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Abstract

Copyright is a balance between copyright holders and the public, where copyright holders are given a
limited monopoly but at its completion, the public is free to use the works as it wishes. But when does a
work transition from protected by copyright to its new life in the public domain? That depends on the
particular law of the country in which one wants to use the work. This becomes fairly overwhelming in a
digital age. For the last five years, we have been creating the Durationator, a software tool that allows
users around the world to input specific information about a particular cultural work and obtain legal
information regarding the copyright status of the work—for the U.S., for specific regions, for the whole
world. As more and more old works are saved, preserved and made available in a digital context, the
need for such a tool becomes more urgent. Our project has researched and is in the process of coding the
copyright law (in terms of duration) for every country in the world, including dependencies.
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1. Introduction

One of the greatest challenges facing preservation and access research and development is copyright law:
when are works in the public domain, when do library exceptions or fair use apply, when does state law
apply (sound recordings, for example), how are foreign works to be treated, and which works can one
post on the Internet without facing liability. These are just a few of the questions plaguing librarians,
artists, scholars, teachers, corporations, the content industry, digitizers, students, hobbyists—everyone in
a digital age.

The Durationator® Copyright Experiment tackles the question of when, how, and in what
circumstances people (librarians, scholars, filmmakers, teachers, hobbyists, digitizers) can use cultural
works.! We see the need for access to accurate, accessible, quick, and low/no cost solutions as key to
work in the arts and humanities, to preserving the culture, and to bringing the old into the Internet Age,
e.g., digitization. In the last five years, at Tulane Law School, we have devised procedures for
determining the copyright status of a work worldwide. We have researched and coded the copyright laws
of every country in the world. To date, only copyright experts in the field have seen the work. Starting in
the Summer 2012, we began branching out to individuals and our strategic research partners to understand

! Tulane Law Students made a two-minute video about our project available at our website www.durationator.com.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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how our raw research can be applied within specific settings—libraries, individual scholars, artists and
filmmakers, publishers, digitizers, lawyers, and the corporate content industry.

The research for the project has been our main focus, and has been arduous, both in depth and
scope. Many unexpected significant research questions had to be answered and that research then often
had to be replicated in 200+ countries in the world. The research is never-ending but we find that we have
developed a system to tackle these hard questions from which others shy away. Our project does not
directly digitize works, nor does it create a database of public domain images. Rather, the Durationator®
Copyright Experiment provides legal information for specific queries from users, who bring information
about a particular work to the software tool.

The project began as a quest to understand U.S. law for domestic and foreign works, but it quickly
broadened to include current law for every country, including dependencies in the world. Copyright may
be territorial, according to the law, but the reality of our world is that we are all engaged in a global
world. In the end, we hope our tool could be used in any instance to determine the copyright status of a
cultural work, whether for a local or global use.

2. Copyright and Code

In January 2012, Justice Breyer, in his dissent of Golan v. Holder referenced my research and work with
the Durationator® Copyright Experiment at Tulane University Law School. In explaining why copyright
restoration of foreign works that had fallen into the U.S. was problematic, Breyer wrote, “...the statute’s
technical requirements make it very difficult to establish whether a work has had its copyright restored by
the statute. Gard, In the Trenches with §104A: An Evaluation of the Parties’ Arguments in Golan v.
Holder as It Heads to the Supreme Court, 64 Vand. L. Rev. En Banc 199, 216-220 (2011) (describing
difficulties encountered in compiling the information necessary to create an online tool to determine
whether the statute applies in any given case).”” Personally, being cited by the U.S. Supreme Court is an
important moment in one’s career as a legal scholar. For me, it was particularly sweet, because our hard
work here at Tulane University had been recognized in the most significant forum in law—the
Durationator® Copyright Experiment had arrived.

I have been researching questions of copyright within a practical, real world scenario for seven
years.? I have come to believe that only code can make law accessible, and therefore, allow the average

% Golan v. Holder, 132 S.Ct. 873 (2012).

3 Published papers include Elizabeth Townsend Gard, “A Tale of Two Ginsburgs: Eldred v. Ashcroft and Golan v.
Holder (DePaul L.R., forthcoming); Elizabeth Townsend Gard and Erin Anapol, Federalizing Pre-1972 Sound
Recordings: Two Proposals, co-authored with Erin Anapol (Tulane J. of Technology and IP, forthcoming); Elizabeth
Townsend Gard, In the Trenches with Section 104A:An Evaluation of the Parties’ Arguments in Golan v. Holder as It
Heads to the U.S. Supreme Court, Vanderbilt Law Review (invited, 64 VAND. L. REV. EN BANC 199 (2011);
Elizabeth Townsend Gard, “The Making of the Durationator®: An Unexpected Journey into Entrepreneurship,” book
chapter in Entrepreneurship and Innovation in Evolving Economies: The Role Of Law, ed. Megan Carpenter (Edward
Elgar Publishing, 2012, forthcoming); Elizabeth Townsend Gard, and Copyright Class 2011, Reply Comment, Pre-
1972 Sound Recordings, U.S. Copyright Office (created collaboratively with the 2011 Copyright Class), April 13,
2011, available at http://www.copyright.gov/docs/sound/comments/reply/041311elizabeth-townsend-gard.pdf (*cited
and proposal partially adopted by Copyright Office report), Elizabeth Townsend Gard, “Copyright Law v. Trade
Policy: Understanding the Golan Battle within the Tenth Circuit,” Columbia Journal for Law and the Arts 34, no. 2
(Winter 2011): 131-199; W. Ron Gard and Elizabeth Townsend Gard, “Marked by Modernism: Reconfiguring the
‘Traditional Contours of Copyright Law’ for the Twenty-First Century,” in Modernism and Copyright, ed. Paul Saint-
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user—everyone—to understand the choices we make when we post a family photograph on Facebook,
choose to include a map in our scholarly publication, or decide which music to include in a documentary
film. Our experiment at Tulane University attempts to use code to make available highly technical and
difficult copyright law.

Can code make law accessible? In the 21* century, many laws have become so complex, particularly
in an Internet age of multiple jurisdictions, that few average people can understand our laws. Lawyers
themselves have trouble sorting through which laws apply, and if you have questions regarding copyright
and posting works on the Internet, one could conceivably need to consult 220 different laws, for example,
just to assure a work is in the public domain. Humans cannot perform this task. Code must come to our aid.

The Durationator® Copyright Experiment began as a research problem to a simple question: can
one determine the copyright status of a cultural work in the context of posting the work on the
Internet? Since no “Internet” copyright law exists, this meant to determine whether a work—a poem,
novel, film, photograph, computer software—was either protected by copyright or free for all to use in the
public domain—one must determine country-by-country the copyright status of that particular work.
While the Berne Convention works to harmonize copyright laws, in fact, many differences appear, and
some countries, including Russia, the U.K. and especially the U.S. are particularly complicated. After
years of research and coding, we now know the copyright status of any specific work in each individual
country of the world.*

3. Significance

3.1. The Durationator® For All Users of Culture

We believe that users of all kinds will benefit from legal information delivered in a form that is accurate,
accessible, immediate, and at low/no cost. In short, the software was designed for my graduate self—an
American worried about which British works I could use from a Canadian archive. It turned out that my
worries were the worries of the world—from the Google Book Project and HathiTrust, both engaged in
lawsuits over copyright infringement to the independent author writing a book on perfume history to the
Disney studio engaged in negotiations over the rights of Bambi.’

We have worked with a number of different individuals and groups over the years—and we have
found that whether it is Electronic Frontier Foundation, a movie studio, University of Michigan, an

Amour (Oxford University Press, 2010), 155-172 (invited piece and published); W. Ron Gard and Elizabeth
Townsend Gard, “The Present (User-Generated Crisis) is the Past (1909 Copyright Act): An Essay Theorizing the
“Traditional Contours of Copyright” Language,” Cardozo Arts And Entertainment Law Journal 28 (2011): 455-499;
Elizabeth Townsend Gard, Introduction to Shirley Millard’s | Saw Them Die (1936, reprinted Quid Pro Books, 2011)
(invited; introduction to public domain work in the U.S.); and Elizabeth Townsend Gard, “Unpublished Work and the
Public Domain: The Opening of a New Frontier,” Journal of the Copyright Society of the U.S.A. 54 (Winter 2007).

* We also know the copyright status of any work within historical time for about ten jurisdictions. That is, if you
were living in 1799 in the U.S., would that particular painting, for example, have been under copyright? In 1840?
1910? We found the historical paths, as we call it, as important as current law, and have spent a good deal of time
with Russia, Germany, Israel, Japan, China, France, the United Kingdom, the Berne Convention itself, and are
working on other countries. This requires an understanding of case law, statutes, amendments, historical works, and
custom.

> The Authors Guild v. Google, 770 F. Supp. 2d 666. Authors Guild v. HathiTrust, Complaint SDNY. Twin Books
Corp. v. Walt Disney Co., 83 F. 3d 1162.
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independent scholar, a book publisher, or a graduate student, the Amistad Research Collection—the same
questions arise. All of these groups want to know the legal status of the work—what they can and can’t do
with a particular work. Their expertise in copyright may vary. But their needs and questions are
consistent. To that end, we have developed a couple of strategies. First, the Durationator® itself will
eventually be available to the public, with a no/low-cost version available. In the meantime, we are
developing a business model that combines DIY Copyright Coaching (legal information) with one-on-one
legal advice with an attorney. Finally, we will provide Durationator® Reports, Auditing Services, and
Consulting as full-service legal advice as well. The research will continue to be done at Tulane Law
School. The spinout services and products will be housed at Limited Times, L.L.C.

3.2 The Durationator in Libraries and Digitization Projects
3.2.1 Libraries

We believe the Durationator® Copyright Experiment will provide a valuable solution to daily copyright
problems in the library by helping to determine if a particular item can be added to a digital archive, used
by a researcher with or without restrictions, or transmitted electronically to remote users. In the age of
electronic communication, users are requesting to have materials available electronically at an ever-
increasing rate. Most librarians however, are reluctant to reproduce material that could still be under
copyright protection. The Durationator® Copyright Experiment will provide librarians with a simple
method for determining the copyright status of the research materials their users need most and make
digitizing unique or historic collections far simpler.

Additionally, a strange disconnect occurs. Libraries digitize and post works, and look to the
copyright questions for their own liability issues. We have seen broad categories being applied, a
generalization. But for the user coming to that work—to include in a book, a movie, on a website—we
must actually know the copyright status. We are not, as users, protected by the library’s assertion “no
known copyright restrictions.” The Durationator can bridge the gap. It can take the information provided
by the library and provide a tool for users to do a specific legal search related to that specific item. More
certainty.

We also see the need for the Durationator® with archival materials, especially in their non-digitized
state. Making use of valuable primary source materials in library special collections will be far simpler
with the help of the Durationator®. A Durationator® search results report could be attached to the record
of items in a library’s special collections, allowing users to immediately know which works they could
freely use in their research and which would need permission. Upon seeing the attached search results,
researchers would also learn about the Durationator® and would know to use the service if they had
further questions about additional materials they encounter throughout the research process.

In Interlibrary Loan, libraries could perform a Durationator® search on any item lent to another
library before shipping the item through the mail.® If the work is no longer under copyright protection and
is often requested, digitizing the work and sending a digital copy in the future will save time, money, and
the environment by cutting down on shipping costs and eliminating the risk of damage in transit. For
academic libraries, copyright issues are a major concern for administering electronic course reserves

® See the recent decision in Cambridge University v. Becker (delivered by the district court on May 11, 2012)
regarding interlibrary loans at Georgia State. The 350 page opinion brings home the issue of copyright’s role in
libraries’ daily activities.
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systems. With the help of the Durationator®, librarians and professors could identify which works require
permission and take affirmative steps to ensure that copyright law is observed while still making the work
available for students.

Finally, the Durationator® Copyright Experiment will contribute to raising awareness of copyright
issues for libraries and their users and allow historians, hobbyists, educators, and researchers to feel
confident that they are complying with the law in their own work. By providing access to Durationator®
searches for library materials, libraries can promote the use of their collections confidently and
responsibly, making valuable research materials more accessible to all.

The Durationator® Copyright Experiment has formed strategic research partnerships with
Louisiana libraries to assist in testing and adapting the product to serve the many needs of the library
community—through LOUIS, the Louisiana Library Network, MediaNOLA, and the Amistad Research
Collection at Tulane University. In addition to the librarians with copyright expertise who are serving on
the Copyright Advisory Board (Kenneth Crews and Peter Hirtle), Tulane law student and former Access
Services librarian Kathryn Munson has also been recruited to the product development team as the
Director of Library Research to meet the needs of this unique service group, and will serve as our
Director of Library Research and Outreach.

3.2.2 Digitizing Projects

Digitization projects—in libraries, by corporations like Google, and by hobbyists—abound. Moreover,
litigation regarding copyright infringement over digitization projects raises the profile of the need to
determine properly the copyright status of the many millions of works being digitized.

We think the Durationator® Copyright Experiment could assist with digitization projects, both
large and small scale. We also realize that just because a digitization project has determined a work is in
the public domain—say, as part of the proposed Google Book settlement—does not mean that a user can
depend or receive benefit from the safe harbour provisions that Google receives. This means that a user
using a Google book should run their own search. If accepted, Google will not be penalized if they get
the answer wrong, but users using a particular work, could be.

We also believe there are more works to be digitized beyond books. To date, the majority of the
projects have focused on either books (the easiest category to determine) or pre-1923 works (again an
easy category). We want to encourage the many other layers of culture that remain underutilized because
of the difficulty of determining their copyright status. We’ve worked with Quid Pro Books to help
uncover previously unknown public domain books, including the republication of Shirley Millard’s | Saw
The Die. We are also now working with University of Michigan as an independent third-party auditor of
their large-scale project to determine the copyright status of thousands and thousands of books. University
of Michigan’s library has become one of our Strategic Research Partners in determining the copyright
status of foreign works, and also serving as an outside auditing system for their work.

3.3 Understanding Current Litigation and Copyright

Three major cases have involved cultural works held in libraries and their availability and access in a
digital context: Google Books and the Proposed Settlement (that was rejected by Judge Chin), the
Author’s Guild v. HathiTrust litigation over making available “orphan works”, works still under
copyright but whose authors cannot be located to give permission, and Cambridge University v. Becker,
regarding course materials in a digital context at Georgia State. Each of these cases has at their core what
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libraries can and cannot legally do with works, and this depends on copyright status of each individual
work. The Durationator® Copyright Experiment has watched this litigation storm with great interest. If
the Google Book settlement is approved, Google will have a safe harbour on “mistakes” they make in
determining the copyright status of works (labelling works in the public domain when they are actually
still under copyright). However, users of the Google books will not have the same protection, nor will
Google’s determination of the copyright status of the work be good for anyone but Google. The
settlement does not allow users to legally depend on the analysis performed by Google. We think the
Durationator® will be needed more than ever if the settlement is approved. What is clear from this
litigation is that libraries, scholars, and others in the humanities are not immune from litigation, and a tool
like the Durationator® is needed more than ever.

4. A Personal Context for Creating the Durationator® Copyright Experiment

My own journey with copyright began in 1987, when I first encountered what would become my
dissertation subject. While taking an undergraduate course in the Culture of War, [ was assigned the Great
War diaries of British writer, Vera Brittain (1893-1970). The next week, another student presented
Brittain’s memoir on the same time period, and I remember the stark differences in interpreting the same
events, with the student actually accusing me of getting the events all wrong. I was encouraged by the
professor (later my dissertation chair) to write a seminar paper on the two works, my undergraduate
honours thesis on Brittain’s larger transformation, my master’s thesis on Brittain’s interwar years, and my
dissertation as a comparative generational biography, with Brittain as the focus but in comparison to other
men and women writers of her generation.

The broadening of my dissertation from merely a study in Brittain was due to copyright questions
arising from the Brittain papers, and whether Brittain’s literary executor (also writing a biography at the
time) would give permission to publish. Diversifying solved the problem, and also proved a more
interesting project. But I found myself exposed to the uncertainty of copyright and how it affected my
daily work. Could I use a 1917 unpublished letter?” How was this different than quoting from the
published version?® Who did I need to ask permission from to use a particular photograph, clearly not
taken by the Brittain family, and did one always have to ask permission or could I actually rely on fair
use? What did it mean when a work went into the public domain, and how would one determine if that
had occurred? I loved all of the materials I was encountering, but I felt unsure about what works I would
actually be able to use in a publication, and what restrictions I might face from a literary executor.

At the Centenary conference for Vera Brittain, where I presented my work on gender and
generational theory, I began hearing more and more stories from Brittain scholars of the difficulty of
getting permission to publish from the current literary executor, who was writing his own biography of
Brittain. The warnings would have scared any young graduate student. I also started to hear stories from
other scholars in history that had abandoned projects for fear of getting entangled in uncertain legal status

" The unpublished portions of the letter are in the public domain in the U.S. However, the published portions of the
same letter are under copyright through December 31, 2047. 17 U.S.C. 303(a). At the time I was working on the
project, however, the entire letter was under copyright in the U.S.

¥ It turned out that the published memoir was in the public domain in the U.S. while I was a graduate student, but
was “restored” by a complicated part of the copyright law in 1996. Golan v. Holder, the recent U.S. Supreme court
case addressed this issue. I have spent a good deal of my career focused on “restored” foreign works, both within my
research and the implementation of the statute in the Durationator®.
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of works, and having nowhere to turn. Then, only in my early-twenties, I turned to my father, who, like
all of the men in my family, was a lawyer. He took me to a law library in Los Angeles, which opened a
whole new world, changing my path forever. For it was here I found and began to research the legal
doctrine of fair use, copyright term, and other elements that have now come to dominate my life.

Upon completing my doctorate in May 1998, I enrolled in law school the following fall.” I wanted to
find answers to the questions that haunted not only my work but also others’ I had encountered during my
graduate work. It was also at this time, in the mid-1990s, that faculty began asking themselves what could
they post and include on this new idea of a “web page” for courses, and like the materials of scholarship
itself, no one seemed to have reliable legal answers on which to depend. I set out to understand copyright
within an academic setting, and forge my own path as an advocate for scholars and teachers.

After completing my law degrees at University of Arizona, [ was offered a Leverhulme Fellowship
at the London School of Economics, to pursue research on copyright issues affecting academia, and to
teach copyright (UK and International). There, I began to realize that the issues I had seen in my doctoral
work had a distinctly important international component, and was broader than merely my own struggles
as an academic writing 20" century biographies. The whole world seemed to have the same questions:
when could they legally use a particular work? By 2005, the world, once analogue, had become digital,
and copyright law, which was structured on a 19" concept of territory, now had to adapt those concepts to
an instantaneously global world. My small questions of which works could she use in her dissertation
now had global dimensions.

The postdoc led to a Visiting Assistant Professor position at Seattle University in 2006, and a
tenure-track position at Tulane University Law School in the Fall 2007. It was in the Summer 2007 that
the Durationator® Copyright Experiment was born. Two events occurred. A rising 2L law student with
computer coding experience came to work for me, and an unsolicited email arrived asking if it was legal
to use a Vera Brittain poem from 1918 as lyrics to a new musical composition—that is, was that poem in
the public domain? As part of my research and job talk that year, I had been working on a piece on
copyright and the public domain, and in particular the status of unpublished works. I knew the answer
would be complicated. I didn’t realize how complicated. After a number of months of research, I had the
answer. | also realized that the system in place made it nearly impossible for anyone—trained in law or
otherwise—to actually determine the copyright status of works. The idea of a software tool had been
born. I always knew that I, along with my spouse (also a J.D./Ph.D.), had wanted to start a clinic or
outreach program to assist scholars, students and teachers. Now, I wanted to make the copyright status of
every work ever created—anywhere in the world—available.

Every work has a particular term of protection, and then after that term expires, all can use the work
without permission. The work is in the public domain. The legal question I sought to answer: when did
that occur—in the U.S., in the U.K., by posting it on the Internet, by disseminating it in Spanish-speaking
countries, by making it available to the world? I knew it would not be an easy question—my brush with
comparative copyright in the UK had taught me quickly how complicated international copyright issues
could get. But with my 2L research assistant, we set out to research and code the world’s copyright laws,
and to answer the question: when does any particular work come into the public domain? We naively

? I actually hid this information from my doctoral chair until I completed my first year. It was the biggest secret I
ever kept. He had been so supportive since my late teens and my first discovery of Brittain. I didn’t want to
disappoint him in my divergent path, but I also felt compelled to know the answers in my quest.
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thought it would take a summer. After five years, we have finished Phase One of the project, and we are
now on to Phase Two, making the information and access to help available to the public.

Along the way, one more important element occurred...I found an intellectual community that
supported and cared about the work that I was doing. It has been a whirlwind of exciting activities over
the last five years—far more than I ever dreamed in my pre-tenure life. I’ve met, shown my work, shared
meals, and been encouraged to continue the Durationator® Copyright Experiment by individuals I never
dreamed I would even meet—David Nimmer (Nimmer on Copyright), Bill Patry (Patry on Copyright,
Google Senior Copyright Counsel), Paul Goldstein (Stanford), Jule Sigall (Microsoft Senior Copyright
Counsel), Peter Jaszi (American University), Pam Samuelson (U.C. Berkeley), David Carson (U.S.
Copyright Office), Diane Zimmerman (NYU), Graeme Dinwoodie (Oxford), Daniel Gervais (Vanderbilt),
Tony Reese (Irvine), Kenneth Crews (Columbia), to name just a few. Together, this group comprises
some of the smartest folks on copyright in the U.S., and in particular duration, the public domain, and
international issues. Each of them have sat with me, talked with me, and even reviewed what we are
doing on the project. They all have not only been encouraging, but they most have agreed to act as our
Copyright Advisory Board, which includes being part of our alpha prototype testers. This is what makes
our project so unique. It is an academic working to find answers for other academics and productive users
of cultural works researched by a law professor in a culture where other law professors intellectually
support the work at hand. It has been the most amazing experience.

For all of this, I have stayed true to the project, and thanks to Tulane University’s support, have
been free to develop the mission and goals free from outside restraint or pressure. | want the software to
help my old self—the graduate student wanting to know which works I had to ask permission from the
literary executor, which works might qualify for fair use, and which were in the public domain. I don’t
want others to have to go to law school, spend five years and thousands of student research hours, and
over $100,000 in university funding to find the answer. I want DIY services that will help train those
interested in self-help, while at the same time also providing them resources to legal advice. I want, in the
end, to help the world determine the legal status of our cultural treasures.

The project has benefited greatly by the dedication and devotion of so many law students over the
years. They have been amazing, individually and as a group. The work, ideas, and intellectual decisions
they have all made make the software that much better. They have been my colleagues, and I have
watched each of them grow in tremendous ways. It has been one of the great joys of the project—to see
their leadership and research skills grow, and then to see them transition into their own careers and
interests. We have had over three dozen students work on the project—and [’ve seen them grow and
develop as well. It has been one of the great blessings of the project.

One more component significantly added to the support and success of the project: my spouse,
W.R. Gard. First, he was willing to move many times, even when it was not in his best interest and his
career—a trailing spouse is never easy. For that I am insanely grateful. The opportunity to work in a
comparative and internationally focused law school at Tulane Law School presented itself to me, and he
was willing to take a lesser position at a neighbouring school, instead of going on the market himself. But
many spouses sacrifice. It was during dinner conversations that the essence of the project developed, and
our method for figuring out how to move through the system took shape—for it was his theoretical work
that changed the way we move through the U.S. law. We have co-authored a number of papers on this
topic, but essentially, it was only in applying a Marxist reading comparing the turn into the twentieth
century with the turn into the twenty-first century in both the culture and the law protecting culture that
we came to realize key elements of the system. His theoretical work, his own development of a theory of
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reading, has deeply influenced the shape and success of our project. Finally, he has been willing to take
on significant responsibilities, including becoming the sole managing-member of our Tulane spin-out
company, Limited Times, LLC.

Part of Ron’s work focuses on the development of the corporation, and how this influences who we
are as people—how the 19" century corporate form, the 20" century corporate form, and the 21
corporate form deeply affects how we live, love, and physically live in the world. His doctoral and post-
doctoral work focuses on developing a theory of reading the corporation through literature and film, using
human geography, Marxism, and literary theory. Part of my own struggle with the idea of a spinout
company was where we fit within the larger world, and how we stay true to our project. Ron has taken on
that struggle, both in form and substance. The LLC, as we envision it now, will remain a closely held
corporation, so that we can control its meaning and message. We will offer what we yearned for ourselves
so long ago as graduate students—a place where we could learn how to understand the laws ourselves,
and empower us to make thoughtful choices. This is what Limited Times LLC will do, and again, thanks
to Ron, we will be able to see our vision come true. We want a project that can sustain itself financially,
making sure that it can continue to update the technology and the law of every country in the world.

5. Major Research Questions Underlying the Durationator® Copyright Experiment

In developing the software, we have had many, many research hurdles that often have turned out to be
very, very, very difficult and time-intensive queries—whole projects onto themselves. Many of these have
become paper(s) in their own right, and we will continue to expand the research necessary to understand
the state of duration and access in copyright law worldwide. In short, copyright duration is complicated
on many levels.

First, within the U.S. context, the records needed to determine the copyright status of works
published before 1978, until recently had not been digitized, and therefore were inaccessible to most.
Even if one could get their hands on a copy of the Copyright of Catalogue Entries in one of the regional
depositories, the extensive records are not intuitive, and their organization changes over the years. We
worked a great deal with the original records to try to understand how to determine the copyright status of
works, and where the average use would have trouble figuring this out. Now that they are digitized, one
has access, but because all but the book records remain in scanned form only and not in a searchable
database, their level of inaccessibility remains. I was told by someone at Google that they were working
on the problem, but with no known date of releasing the records in database (XML) form, as they did with
the book records. This is a very serious problem—as these records tells you whether a work was
registered or renewed, was published or unpublished, foreign or domestic, and under what category they
were registered—all valuable information needed to determine the copyright status of pre-1978 works in
the 21% century.

We also encountered problems with legal questions regarding publication, government employment
records, sound recordings, the status of state government works, and foreign laws necessary for
determining the copyright status within the U.S. Each topic has turned into a major research project
(involving many students) and eventually into research paper(s) the results of which are coded and
incorporated into the Durationator® Copyright Experiment.

Our greatest hurdle was Section 104A, and it is this work that Justice Breyer referred in his dissent
in Golan. Section 104A restored copyright to foreign works that had fallen into the public domain before
their copyright had expired in their home country. How the amendment went about doing this was
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problematic on many levels, and to that end, I’ve been writing in one way or another on this topic for the
last three years.'" Moreover, we had to research each country of the world to determine the copyright
status of their laws at the time of restoration (which varies depending on the country), which itself proved
very problematic, as most countries have altered their laws in the last ten years, and moreover, the old
laws are not very accessible as they are generally from a pre-Internet era. I have had three students over
three summers devoted to this project, and we believe, that by January 2013, we will have finally the data
to complete our Section 104A path.

But Section 104A will surely be matched by our newest project—the rule of the shorter term. This
is a complicated part of the Berne Convention that states that a term of copyright can be shorter if the
country of origin’s term is shorter than the country’s term where protection is being sought. The problems
are many. First, a country must elect not to adopt Rule of the Shorter (RST) term. Second, Berne may or
may not be self-executing, and therefore, some countries may explicitly not adopt RST, but it would only
apply if Berne were self-executing. Third, Berne has a component that exempts RST if there is a bilateral
or other treaty in place that speaks to the issue. And so, as we have done before, we must now determine
all of these elements for each country in the world. I began to see the problem when I was training a law
student new to the project. We were doing research on Zimbabwe, and we got to the question regarding
Rule of the Shorter term. No mention was made in Zimbabwe’s copyright law. The next question we
faced was whether Berne was self-executing or required implementing legislation. We soon realized that
whether Article 7 of the Berne Convention applied in any particular situation was very complicated and
required extensive research. We think this will be our larger Summer 2013 project.

Foreign laws are not the only challenges we faced. Pre-1972 sound recordings are covered by states
rather than federal law. We have worked extensively on mapping each state’s laws, and also contributing
our comments and suggestions to the U.S. Copyright Office’s call for comments and replies in the
proposition of federalizing pre-1972 sound recordings. State government works are also complicated, and
we are beginning to research how to determine when a state or local government is asserting copyright.
Finally, federal government works are no picnic either, requiring a great deal of research. While federal
government works are in the public domain, determining what counts as a federal government work
involves questions of whether a work falls under the scope of a government employee’s employment,
among other issues. It’s complicated.

The project has also worked on unpublished works—the research in fact is where the project began,
and we have now begun working on implementing our research in a practical setting, using the
MediaNOLA and courses at Tulane University implementing archival materials as our laboratory. What
information does someone using archival materials have at hand, and how can we determine the copyright
status using those resources? We are trying to make our research as accessible and error-proof as possible.

We have many other projects—one on social media and copyright, another on the U.S. Holocaust
museum and its agreements with museums around the world, historical case studies of copyright in
Germany, Israel, China, United Kingdom, Australia, and Japan, and a number of studies focusing on the

' The majority of Dr. Townsend Gard’s research work has focused on Section 104A, the restoration of foreign
works. The first piece looked at the mechanics of the amendment; the second piece (invited by Vanderbilt) looked at
the briefs leading up to the oral arguments for Golan v. Holder; the third piece analysed the lack of First Amendment
analysis in what was billed as First Amendment cases (Golan v. Holder, and also a patent case); the fourth piece
compares Ginsburg’s outcome in Eldred with her writing in Golan and asks where do we go from here; and the final
(hopefully) piece is an invited piece from Franklin Pierce on the relationship of the treaty clause and the IP clause
after Golan v. Holder.
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1909 Copyright Act. All of these projects, and future projects, hope to add to the knowledge base
contained within the Durationator® Copyright Experiment.

6. Our Partners and Advisory Board

6.1 Copyright Advisory Board

The board functions to assist in advice with complex research questions (i.e., Rule of the Shorter term
interpretation), testing of the alpha prototype, and in particular, reviewing our plans for future research
projects. They will also assist in helping us strategize on the final plan for dissemination and
sustainability. All of the following IP scholars and practitioners are familiar with our work, and in
particular, the Durationator® Copyright Experiment. Some have been involved more than others. Each
have seen the Durationator® demonstrated.

e Pamela Samuelson, Professor of Information; Faculty Director, Berkeley Center for Law &
Technology; Richard M. Sherman Distinguished Professor of Law

e Peter Jaszi, Professor of Law, Faculty Director of the Glushko-Samuelson Intellectual Property

Clinic

David Nimmer (Nimmer on Copyright)

Graeme Dinwoodie, Professor of Intellectual Property and Information Technology Law

Daniel Gervais, FedEx Research Professor of Law

Peter Hirtle, Senior Policy Advisor, Cornell University Library

Kenneth Crews, Director, Columbia Copyright Advisory Office

Tony Falzone, formerly Stanford University Fair Use Project, now counsel for Pinterest

Julie Samuels, Electronic Frontier Foundation

Glynn Lunney, Tulane University

Alan Childress, Quid Pro Books

Jule Sigall, Microsoft

Deborah Gerhardt, University of North Carolina School of Law

6.2 Strategic Advising Partners

Over the years, we have worked directly (EFF, Stanford Fair Use) or had discussions about the
Durationator® with the following institutions, and we would include them in our discussions on how to
make the software accessible and useable to the general public.

University of Michigan, Copyright Review Management System — World Project
Stanford Law School Fair Use Project

LOUIS: Louisiana Library Network

Amistad Research Center, Tulane University

Jazz Archive, Tulane University

Newcomb Special Collections, Tulane University

Louisiana Special Collections, Tulane University

Konomark and Dr. Eric Johnson, University of North Dakota

MediaNOLA and Dr. Vicki Mayer

Quid Pro books and Dr. Alan Childress

56



Plenary 1, Session Al

Our work at Tulane and Media NOLA focuses on how to communicate what information is necessary to
users to determine the copyright status of works—how does one quickly educate a class in architecture on
how to use and determine the copyright status of works in a particular architecture archive? Our work
with Quid Pro Books assists Dr. Childress in providing legal information on specific works he is
interested in republishing. We are testing out our auditing services with the University of Michigan, and
testing our software with LOUIS. In the next year, we are actively looking for additional strategic
research partners as we transform our experiment into usable tools and forms. In particular, we would like
to find partners outside of the United States to begin understanding the needs outside of the U.S. We have
learned so much from questions from individuals and institutions, and we look forward to expanding our
scope and learning a great deal more.

6.3 Testing the Delivery of Information

We are now entering into a new phase—how are we going to deliver the information provided by the
research and code we have created? To this end, we are working on a number of alternatives, the
successful ones that will be available at Limited Times in the near future. We have come to see our role as
providing legal information and support to individuals and institutions struggling with copyright
questions, and when necessary providing resources for legal advice. Even this required a great deal of
legal research—to understand the line between legal information and legal advice (creating an attorney-
client relationship), particularly after Legal Zoom and the new development of cloud lawyering sites. We
are working on a model that meets the requirements of laws currently, and takes advantage of the new
ideas about delivering legal information and legal advice in the digital era.

7. What We Have Learned — Our Journey Ahead

The journey so far has been exhilarating. I never imagined my copyright problems as a graduate student
were also the problems of so many around the world. I also never imagined that I would lead a team of
three dozen students into complex research and build a practical tool. I never imaged that I would be
involved with so many people doing so many interesting projects. I never thought I would be starting a
company with my spouse, focused on our passion of making cultural works more accessible. I certainly
never even dreamed I would be cited in a Supreme Court opinion (even if it was the dissent). I love the
research and work in all its complexities. And now that we are connecting to others and trying to figure
out how to help them with their version of the same problem, it has become all that more interesting.
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Abstract

The 2003 UNESCO Intangible Heritage Convention specifies that communities are to be full partners in
safeguarding efforts. Yet the notion of safeguarding has been complicated by the politics and mechanisms
of digital circulation. Based on fieldwork in British Columbia and Thailand, | show that participatory
productions of multimedia aimed at documenting, transmitting, and revitalizing intangible heritage are
productive spaces in which local cultural property rights discourses are initiated and articulated. | argue
that digital heritage initiatives can support decision making about the circulation—or restriction—of
heritage while drawing attention to the complexities of safeguarding in the digital age.
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Interactive Arts and Technology (SIAT). As the director of the Making Culture Lab at SIAT, her research
explores the role of digital technology in the documentation and safeguarding of cultural heritage, and its
representation and exhibition in new forms. She has been a lecturer in the Sirindhorn Anthropology
Centre’s annual Museums and Intangible Heritage Field School in Lamphun, Thailand, since 2009.

1. Introduction

In the last decade, I have worked on applied projects in visual and media anthropology in Canada and
Thailand. In the course of this work, I have come to view participatory media production as central to
ethical digital documentation and representation of culture, languages, and heritage. In this same period of
time, UNESCO produced the Convention for the Safeguarding of the Intangible Heritage' and the
Charter on the Preservation of the Digital Heritage.” Both of these policy documents have become
important for thinking through a range of local practices and approaches to documenting and representing
intangible heritage in the name of transmission to future generations. These documents, and my fieldwork
experiences, have for me also highlighted local approaches to ownership and control of cultural heritage
and its digital representation—what I discuss in this paper as local cultural property rights discourse—as
central to the project of safeguarding.’

For example, between 2004 and 2007, I worked in collaboration with members of the Doig River
First Nation, a Dane-zaa community in northeastern British Columbia, and a team comprised of
folklorists, anthropologists, linguists, and interactive media specialists, to produce a Virtual Museum of

' UNESCO, Convention for the Safeguarding of the Intangible Heritage, 2003

> UNESCO, Charter on the Preservation of the Digital Heritage, 2003

3 This paper summarizes arguments from a forthcoming article: Kate Hennessy, “Cultural Heritage on the Web:
Applied Digital Visual Anthropology and Local Cultural Property Rights Discourse,” International Journal of
Cultural Property (forthcoming).

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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Canada exhibit called Dane Wajich—Dane-zaa Stories and Songs: Dreamers and the Land.* This virtual
exhibit features oral narratives and song traditions relating to the history of Dane-zaa dreamers, also
known as prophets,” and a contemporary history of the Doig River community and territory as they
negotiate their Aboriginal and treaty rights. In the course of producing this exhibit, which involved central
participation of youth, elders, and community leaders, significant conversations emerged around the
ownership and circulation of documentation of intangible heritage. The ensuing negotiations over
intellectual property rights relating to archival documentation of intangible heritage, including what could
be shared over the internet, and what should be restricted as private knowledge, represented an important
process of articulating local cultural property rights that shaped the content of the virtual exhibit.
Safeguarding, in this case, included keeping some elements of intangible heritage documentation out of
the public domain.

I have also seen these dynamics echoed in fieldwork in northern Thailand. Between 2009 and 2011,
I worked as a lecturer and resource person in the Sirindhorn Anthropology Centre’s Intangible Heritage
and Museums Field School in the northern province of Lamphun.® In two of these field school seasons, I
collaborated with students and members of the Buddhist temple community of Wat Pratupa to identify
and document elements of endangered intangible heritage. We observed that at Wat Pratupa, digital media
and internet-based circulation of documentation have been central in local efforts to safeguard local
cultural practices. Like community-based media projects at the Doig River First Nation, these practices
have also opened up spaces for the negotiations of local approaches to sharing, and to the articulation of
local cultural property rights. However, where members of the Doig River community opted to keep
sensitive heritage off the web, members of the Wat Pratupa community have defaulted towards more open
sharing of heritage documentation, indicative of diverse approaches to safeguarding in the digital age.

In this paper, therefore, I look to a range of participatory media projects, including those I have
described above, to argue that community-based productions of multimedia aimed at documenting,
transmitting, and revitalizing intangible heritage are significant sites in which local cultural property
discourses are articulated and put into practice. This is particularly important in the age of the ‘born
digital’ ethnographic object, where heritage documentation can become subjected to unlimited circulation
in the form of digital copies and remixes. National and local governments, heritage workers,
anthropologists, curators—and, increasingly local stakeholders who represent their own cultures,
languages, and histories—are some of the agents of transformation of intangible cultural expression into
digital heritage. All play a role in determining what media documentation enters the public domain, and
what remains privately managed at the local level. As Dorothy Noyes has argued, rather than reifying the
concept of tradition as community managed heritage, folklorists, anthropologists, heritage workers, and
policy makers should instead view local tradition as a vehicle for the “collective negotiation of

4 Doig River First Nation, Amber Ridington, and Kate Hennessy, Dane Wajich—Dane-zaa Stories and Songs:
Dreamers and the Land. (Virtual Museum of Canada, 2007).
http://www.museevirtuel-virtualmuseum.ca/sgc-cms/expositions-exhibitions/danewajich/english/index.html

> For detailed ethnographies of Aboriginal prophet movements in the Canadian subarctic, see: Robin Ridington,
Trail to Heaven: Knowledge and Narrative in a Northern Native Community (Vancouver and Toronto: Douglas and
Mclntyre, 1988); Jean-Guy Goulet, Ways of Knowing: Experience, Knowledge, and Power Among the Dene Tha.
(Lincoln: University of Nebraska Press, 1998); June Helm, Prophecy and Power Among the Dogrib Indians
(Lincoln: University of Nebraska Press, 1994).

® For more information and e-learning resources from to the Princess Maha Chakri Sirindhorn’s Intangible Heritage
and Museums Field School, please visit http://www.sac.or.th/databases/fieldschool/
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intracommunity conflict.”” The projects I describe highlight processes of intra and inter-community
negotiation of sensitive issues of ownership and cultural knowledge; while the digital is a common source
of tension and anxiety, local responses and decisions vary across cultural, geographical, and historical
contexts.

World heritage policies represent another dimension of the conversation. The UNESCO Charter on
the Preservation of Digital Heritage, for example, states that “access to digital heritage materials,
especially in the public domain, should be free of unreasonable restrictions. At the same time, sensitive and
personal information should be protected from any form of intrusion.”® But how, and when, is
documentation of sensitive digital heritage differentiated from that suitable to be circulated in the public
domain? In the name of safeguarding cultural heritage, how are decisions made about what should be made
public, and which should be kept private? How can emerging anxieties and conflicts be productively
channeled into the articulation of local cultural property rights discourse aimed at safeguarding? I argue
that participatory media production projects aimed at documenting and transmitting cultural heritage create
opportunities for this kind of decision making. The 2003 UNESCO Convention for the Safeguarding of the
Intangible Cultural Heritage, with its emphasis on the role of local communities as full partners in efforts
to safeguard their cultural heritage,” must be considered in relation to the universal access oriented
discourse around digital cultural heritage. In the age of the ‘born digital’ ethnographic object, the
safeguarding of the intangible and the digital must be understood as interwoven projects.

2. The Intangible and the Digital

While documentation of intangible heritage is only one aspect of safeguarding, it represents an important
moment in the transition from intangible expression to digital cultural heritage. The proliferation of
digital tools available at low cost for the increasingly interconnected projects of documentary recording,
archiving, and sharing has amplified the scale of digital production in heritage conservation initiatives'’
and has implicated digital documentation in processes of making media public and removing control over
the circulation of heritage from local contexts.

In the following section, I look to UNESCO’s definitions of intangible cultural heritage,
safeguarding, and digital heritage to emphasize the role of participatory media production projects in
creating space in which key decisions can be made about the ethical circulation of heritage
documentation. How do these heritage policy definitions relate to a spectrum of on-the-ground practices
of knowledge and information management in diverse global contexts? I begin to answer this question by
describing a range of participatory digital media-based projects that offer insight into the potential of
digital production to further local goals for ‘safeguarding’ cultural heritage in the digital age.

’ Dorothy Noyes, “The Judgment of Solomon: Global Protections for Tradition and the Problem of Community
Ownership,” Cultural Analysis 5 (2006): 28.

¥ UNESCO, Charter on the Preservation of the Digital Heritage (2003), Article 2.

? See Richard Kurin, “Safeguarding Intangible Cultural Heritage: Key Factors in Implementing the 2003
Convention,” International Journal of Intangible Heritage 2 (2007): 10-20.

' A spectrum of projects, approaches, and critical responses to the use of new technologies in heritage conservation
can be found in: Theorizing Digital Heritage: A Critical Discourse, ed. Fiona Cameron and Sarah Kenderdine
(Cambridge and London: MIT Press, 2007); New Heritage: New Media and Cultural Heritage, ed. Yehuda E. Kalay
et al. (London and New York: Routledge, 2008).
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“Intangible cultural heritage” is defined in the 2003 Convention for the Safeguarding of the
Intangible Cultural Heritage as:

...the practices, representations, expressions, knowledge, skills — as well as the
instruments, objects, artifacts and cultural spaces associated therewith — that
communities, groups and, in some cases, individuals recognize as part of their cultural
heritage. This intangible cultural heritage, transmitted from generation to generation, is
constantly recreated by communities and groups in response to their environment, their
interaction with nature and their history, and provides them with a sense of identity and
continuity, thus promoting respect for cultural diversity and human creativity."'

The Convention also details a process through which intangible heritage may be protected for future
generations. The notion of ‘safeguarding’ in the Convention is described as:

...measures aimed at ensuring the viability of intangible cultural heritage, including the
identification, documentation, research, preservation, protection, promotion,
enhancement, transmission, particularly through formal and non-formal education, as
well as the revitalization of various aspects of such heritage.'”

Article 15 of the Convention further emphasizes the role of cultural communities, groups and individuals
in safeguarding initiatives, stating that:

Within the framework of its safeguarding activities of the intangible cultural heritage,
each State Party shall endeavor to ensure the widest possible participation of
communities, groups, and where appropriate, individuals that create, maintain, and
transmit such heritage, and to involve them actively in its management. "

Safeguarding, by these definitions, should depend on participation at the local level, rather than top-down
intervention and control of intangible heritage initiatives. As Richard Kurin has emphasized, this Article
in the Convention represents a shift in perspective on the role of culture bearers in determining best
practices for safeguarding. He writes:

Governments, or university departments or museums, cannot just assume that they have
permission to define intangible cultural heritage and undertake its documentation,
presentation, protection, or preservation. Community participation is meant to be
significant and meaningful—involving the consent of community leaders, consultation
with lead cultural practitioners, shared decision making on strategies and tactics of
safeguarding and so on. Article 15 strongly empowers the community in the operation of
and realization of the Convention."*

Local participation in safeguarding initiatives must therefore include more than decision making about
what to include in inventories and lists of intangible heritage, or what to document; indeed, as Michael
Brown points out, the discipline of anthropology “long ago concluded that documentation has only a

" UNESCO, Convention for the Safeguarding of the Intangible Heritage, 2.

'2 UNESCO, Convention for the Safeguarding of the Intangible Heritage, 9.

3 UNESCO, Convention for the Safeguarding of the Intangible Heritage, Article 15.

' Richard Kurin, “Safeguarding Intangible Cultural Heritage: Key Factors in Implementing the 2003 Convention,”
International Journal of Intangible Heritage 2 (2007), 15.
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modest role in the preservation of culture. To think otherwise is to make the classic error of mistaking the
map for the territory it represents.”'” Rather, participatory processes of safeguarding should involve the
creation of opportunity for the careful consideration of the implications of digital documentation, and the
development of local strategies for determining which documentation can safely enter the public domain.

These considerations are important as the “digital heritage” becomes a focus of international
preservation efforts. Digital heritage is defined in the draft Charter on the Preservation of the Digital
Heritage as consisting of:

...unique resources of human knowledge and expression. It embraces -cultural,
educational, scientific and administrative resources, as well as technical, legal, medical
and other kinds of information created digitally, or converted into digital form from
existing analogue resources. Where resources are “born digital”, there is no other format
but the digital object.

Digital materials include texts, databases, still and moving images, audio, graphics,
software and web pages, among a wide and growing range of formats. They are
frequently ephemeral, and require purposeful production, maintenance and management
to be retained.

Many of these resources have lasting value and significance, and therefore constitute a
heritage that should be protected and preserved for current and future generations. This
ever-growing heritage may exist in any language, in any part of the world, and in any
area of human knowledge or expression.'

Like the definition of intangible cultural heritage, which seems to embody nearly every possible form of
expression, so the digital heritage would seem to include nearly all of contemporary digital production.
“Born digital” media—which represents an exponentially growing domain of digitally produced
documentation of intangible cultural heritage—fits neatly into this definition. However, the Digital
Heritage Charter also acknowledges the complexities of legal and ethical access to digital materials:

The purpose of preserving the digital heritage is to ensure that it remains accessible to the
public. Accordingly, access to digital heritage materials, especially those in the public
domain, should be free of unreasonable restrictions. At the same time, sensitive and
personal information should be protected from any form of intrusion.

Member States may wish to cooperate with relevant organizations and institutions in
encouraging a legal and practical environment which will maximize accessibility of the
digital heritage. A fair balance between the legitimate rights of creators and other rights
holders and the interests of the public to access digital heritage materials should be
reaffirmed and promoted, in accordance with international norms and agreements. '’

While the intricacies of implementing and policing access to digital heritage materials remain to be
explored, I hold these definitions up against one another to emphasize the extent to which the intangible

!> Michael Brown, “Heritage Trouble: Recent Work on the Protection of Cultural Property,” International Journal of
Cultural Property 12 (2005), 48.
' UNESCO, Charter on the Preservation of the Digital Heritage, 2003, 1.
17 1o
Ibid., 2.
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and the digital, and their related policy instruments and definitions, are connected through the act of
documentation and circulation. The complexities of safeguarding intangible cultural heritage in the digital
age are not adequately reflected in current policy documents, even though the need for stakeholder
participation and attention to digital heritage access are acknowledged. Museum scholar Fiona Cameron
laments the lack of critical discourse around digital heritage, even though the “ascription of heritage
metaphors to cultural materials in a digital format means that digital media has become embedded in a
cycle of heritage value and consumption, and in the broader heritage complex.”'® With emphases on
ensuring maximum public access through programs like “Information for AIl” and “Memory of the
World”, the UNESCO Charter on the Preservation of the Digital Heritage, for example, is seen to
exemplify the induction of digital cultural heritage materials into broader dynamics of globalization and
heterogenization.'” As Michael Brown points out, major heritage policy documents demonstrate a tension
between cultural internationalists and cultural nationalists, an ongoing concern with “the balance between
heritage as a resource for all of humanity and something that properly belongs to, and remains controlled
by, its community of origin.”*® Jane Anderson has further explored the ‘anxieties’ associated with access
to and circulation of the contents of colonial archives; she describes a growing tension in which
Indigenous communities are demanding recognition as legitimate authors and owners of documents
representing their cultures, but are faced with the reality that legal ownership is granted to the individual
who made the documentation (a photograph, an audio recording, a video recording, and so on). According
to Anderson, these archival materials are anxiety inducing because they often do not reflect contemporary
cultural identifications and desired representation, or their anticipated use and circulation.”’ Participatory
processes can represent moments of negotiation—even conflict—over what to circulate publicly and what
to manage privately, determining how and if the products of intangible cultural heritage safeguarding
initiatives should become a part of the world’s digital heritage. The resulting tensions and anxieties are
exacerbated in discourse and practices related to the production of digital heritage, making local
participation in documentation of the intangible and the digital increasingly relevant.

3. Participatory Media Production and Local Cultural Property Rights Discourse

As I will describe below, documentary practices and related negotiations, conflicts, and dynamics create
opportunity for the discussion of ownership and ethical circulation of cultural property. The following
case studies represent a spectrum of techno-mediated approaches to safeguarding heritage in the digital
age, in which the articulation of local cultural property rights discourse plays a central role. I begin with a
series of examples from the Pacific, North America, and Australia, and then move on to describe my own
fieldwork in northern British Columbia and Thailand.

'8 Fiona Cameron, “The Politics of Heritage Authorship: The Case of Digital Heritage Collections” in New
Heritage: New Media and Cultural Heritage, ed. Yehuda E. Kalay et al. (Cambridge and London: MIT Press, 2007),
71.

' Fiona Cameron, “Beyond the Cult of the Replicant: Museums and Historical Digital Objects—Traditional
Concerns, New Discourses,” in Theorizing Digital Cultural Heritage: A Critical Discourse, ed. Fiona Cameron and
Sarah Kenderdine (Cambridge and London: MIT Press, 2007).

20 Michael Brown, “Heritage Trouble: Recent Work on the Protection of Cultural Property,” International Journal of
Cultural Property 12 (2005), 48.

*! Jane Anderson, “Anxieties of Authorship in the Colonial Archive,” in Media Authorship, ed. C. Chris and D.
Gerstner (London: Routledge, forthcoming 2012).
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As a first example, Guido Pigliasco’s collaborative production of a cultural heritage DVD and
archive with the Sawau Tribe of the island of Beqa, Fiji became a process of negotiation of intellectual
property issues.”> The Sawau Project focuses on the reclamation of documentation of the vilavilairevo,
the Sawau practice of firewalking. In past decades, the vilavilairevo has been widely circulated and
commodified, but has now been claimed by the tribe as their own to control and perform.” The DVD
project, which uses the geography of Beqa as its framework for navigation of content, is an archive of
repatriated documentation of the vilavilairevo and video vignettes detailing the origins of the firewalking
tradition. Engaging with this media and the meaning of this element of Sawau intangible heritage required
the negotiation of anxieties associated with the sharing of digital media. The successful completion of the
DVD project required the collective expression of a local cultural property rights discourse to make
decisions about what could be shared, and what would be safeguarded offline. Ultimately, project
participants made the decision to limit the circulation of their project, restricting it to locally shared DVDs
instead of web-based access, thereby reducing participation in the ongoing appropriation of practices
belonging to the Sawau people.

In another example, Jason Baird Jackson describes Woodland Indian digital documentary practices
in the contexts of cultural performance and ritual.** He makes the observation that as new recording
technologies have become available, Indian peoples in Oklahoma who are concerned with the
conservation of ancestral forms of music, dance, and ritual have actively integrated digital documentation
into their production of digital archives for educational and personal use. He notes that these practices
have emerged along with anxiety and tension about the potential commoditization of documentation, and
the loss of ceremonial leaders to control how recordings are used. Woodland digital documentary
practices, which include the use of cell phones, video cameras and other ubiquitous technologies “...have
unfolded within a local intellectual property (IP) system rooted more broadly in tribal regional cultures
and social norms.”* At the same time, Jackson argues that these same practices can be found to be in
contravention of World Intellectual Property Organization (WIPO) treaties, therefore potentially subject
to massive, bankrupting fines—demonstrating significant tensions between local practices and regimes of
ownership, and global heritage policies that aim to protect these same practices. Safeguarding cultural
heritage, in these contexts, is more complex than ascribing to specific international policies; as Jackson
convincingly argues, both the Free Culture movement (as described by Lawrence Lessig, for example®®)
and intellectual property solutions presented by WIPO and others place local communities in
contradictory positions that have yet to find resolution.

Kimberly Christen’s work with Warumungu people in Australia, and with Native American tribes
in the United States, further shows how the collaborative design and implementation of digital heritage
archives can create opportunities for the negotiation and articulation of local cultural property rights

22 Guido Carlo Pigliasco, “Intangible Cultural Property, Tangible Databases, Visible Debates: The Sawau Project,”
International Journal of Cultural Property 16 (2009):255-272.

3 Kate Hennessy, “A Ituvatuva Ni Vakadidike E Sawau: The Sawau Project DVD,” Visual Anthropology Review
25(1,2009): 90-92.

** Jason Baird Jackson, “Boasian Ethnography and Contemporary Intellectual Property Debates,” Proceedings of the
American Philosophical Society 154 (1, 2010): 40-49.

* Tbid., 44.

*% Lawrence Lessig, Remix: Making Art and Commerce Thrive in the Hybrid Economy (New York: The Penguin
Press, 2008).
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discourse.”” Her work on the development of the Mukurtu® open-source cultural heritage management
system has generated insight into the wide spectrum of approaches to local heritage management that
Indigenous peoples in particular are seeking to meet their contemporary needs for safeguarding their
cultural property. Mukurtu gives local communities the opportunity to define culturally appropriate access
to heritage documentation by customizing the Mukurtu database to meet their particular needs. In this
way users are able to engage in decision making around the definition what should be made public, and
what should remain private, or which media should remain somewhere in between, circulating within the
“proper” systems of knowledge exchange and supporting off-line, everyday social and cultural
interactions that involve the limited exchange of cultural knowledge. The Mukurtu archive, and the
related Plateau Peoples’ Web Portal are both built on principles of “respectful repatriation” that aim to
support such ethical circulation of cultural property.”

3.1 From Canada to Thailand

These dynamics of media production and negotiation of representation of culture and language have also
been reflected in my fieldwork in Canada and Thailand. For example, linguistic anthropologist Patrick
Moore and I identified similar outcomes in our study of endangered language documentation among
members of the Carcross-Tagish First Nation in the Yukon Territory in northern Canada.’® Working in
partnership with the First Peoples’ Cultural Foundation to document the Tagish language, and upload
documentation to the language archiving website FirstVoices.com, we observed that project participants
created an environment in which elders and youth were able to articulate an Indigenous language
ideology in resistance to the values and historical practices of residential schools and a history of control
of native language revitalization by outside organizations. In this environment, local control over
language revitalization efforts was facilitated by a collaborative relationship with archiving and technical
consultants at FirstVoices.com. Participants placed emphasis on the holistic nature of language and
culture, showed preference for traditional modes of social interaction, and demonstrated the centrality of
elders’ knowledge in the language revitalization process. The digitally mediated space created through
partnership with the First Peoples’ Cultural Foundation also functioned to connect language revitalization
efforts to broader Carcross-Tagish discourse around political authority, land claims, and cultural identity.
During my work with the Doig River First Nation between 2004 and 2008, I co-curated (with
Amber Ridington) a collaboratively produced Virtual Museum of Canada exhibit of oral narratives and
song called Dane Wajich—Dane-zaa Stories and Songs: Dreamers and the Land.?' The project drew on
archival ethnographic documentation created in Dane-zaa communities by anthropologists Robin
Ridington, Jillian Ridington, and Antonia Mills over the last forty years.*® It re-presented these media

7 Kimberly Christen, “Opening Archives: Respectful Repatriation,” American Archivist 74 (2011): 185-210.

2 Mukurtu CMS, http://www.mukurtu.org/. Accessed Aug. 24, 2012.

¥ Kimberly Christen, “Opening Archives: Respectful Repatriation,” American Archivist 74 (2011): 185-210.

30 patrick Moore and Kate Hennessy, “New Technologies and Contested Ideologies: The Tagish FirstVoices
Project,” American Indian Quarterly 30(1&2) (2006):119-137.

*! Doig River First Nation, Amber Ridington, and Kate Hennessy, Dane Wajich—Dane-zaa Stories and Songs:
Dreamers and the Land. (Virtual Museum of Canada, 2007).
http://www.museevirtuel-virtualmuseum.ca/sgc-cms/expositions-exhibitions/danewajich/english/index.html

32 Robin Ridington and Jillian Ridington, “Archiving Actualities: Sharing Authority with Dane-Zaa First Nations,”
Comma 1 (2003):61-68; Robin Ridington and Jillian Ridington, When You Sing it Now, Just Like New: First Nations
Poetics, Voices, and Representations (Lincoln and London: University of Nebraska Press, 2006).
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alongside contemporary documentation of narrative and song that we had created in collaboration with
members of the Doig River community in the course of the virtual exhibit production.

As I have described elsewhere,” Dane Wajich was developed using an open, participatory
production process that was guided by elders and community leaders. It involved Doig River First Nation
youth in central roles as media documentarians and organizers. Project planning meetings were recorded,
some of which became central elements of the virtual exhibit for the way they demonstrated a Dane-zaa
methodology for intangible heritage documentation. One such meeting took place in July of 2005 in the
Doig River gymnasium. Elder Tommy Attachie spoke to a group of community members and project
participants assembled to plan the project. His focus was a painted moose hide drum skin that had been
made by a Dane-zaa prophet named Gaayeg one hundred years before; the drum had been brought to a
meeting by its caretaker, former Chief Garry Oker, who played a central role in project planning. Tommy
Attachie used the drum, which featured a map of heaven dreamed and painted by Gaayeq, to connect the
history of Dane-zaa prophets to material culture, oral narrative, and land. He also used his knowledge of
the drum—its history, and its significance in the present—to define a methodology for documenting
Dane-zaa intangible cultural heritage. In the weeks that followed the performance of this narrative, our
group traveled to seven sites in Dane-zaa territory where elders, youth, ethnographers and linguists
recorded videos documenting life histories, traditional narratives, and histories of Dane-zaa dreamers.
Between 2005 and 2007, our project team then worked to develop and complete the virtual exhibit,
consulting with Chief and Council, elders, and community members from the storyboarding pre-
production process through to official exhibit launch.

In the course of these consultations and design sessions, however, important questions were raised
about the ownership and control of archival recordings of Dane-zaa dreamers, as well as the
appropriateness of showing images of dreamers drawings, like the one featured on Gaayeq’s drum, to the
public over the Internet. Objections were raised in a neighboring Dane-zaa community by descendants of
another prominent dreamer, Charlie Yahey, about the use of the image of their ancestor in Doig River’s
media project. Ultimately, the Doig River Chief and Council had to make a decision, taking into account
varying positions held by members of the community, about how to proceed. The decision was made to
remove all images of dreamers drums from the virtual exhibit, in order to respect traditional care and
handling of dreamers drums, which had included keeping them out of public view, except in special
circumstances. The decision was also made to respect the intellectual property rights being claimed by the
descendants of Charlie Yahey, which meant no longer using media that documented him in the exhibit. At
Doig River, meaningful local participation in digital documentation of intangible cultural heritage, and
the subsequent presentation of oral narratives, photographs, and other media, opened up space for
negotiation and debate over ownership and control of Dane-zaa cultural heritage and its circulation in
digital form.

I observed similar dynamics in my fieldwork in Thailand. Between 2009 and 2011, I worked as a
lecturer and resource person in the Intangible Cultural Heritage an Museums Field School in Lamphun,
northern Thailand, organized by the Sirindhorn Anthropology Center and UNESCO, Bangkok. The goal

3 Kate Hennessy, “From Intangible Expression to Digital Cultural Heritage,” in Safeguarding Intangible Heritage,
ed. Michelle Stefano et al. (London: Boydell and Brewer, 2012), 33-46; Amber Ridington and Kate Hennessy,
“Building Indigenous Agency through Web-based Exhibition: Dane Wajich—Dane-zaa Stories and Songs:
Dreamers and the Land,” Proceedings of Museums and the Web, 2008. Accessed Aug. 22, 2012.
http://www.museumsandtheweb.com/mw2008/papers/ridington/ridington.html
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of the fieldschool is to introduce students from the Mekong Delta region to a wide range of practical
issues, debates, case studies, and critiques of the 2003 ICH Convention. Over the last two field school
seasons, I collaborated with students and the temple community of Wat Pratupa, one of the field school
research sites, to document and represent locally-identified endangered elements of intangible heritage. At
Wat Pratupa, local heritage documentation activities and digital circulation of representations of
intangible heritage over the Internet have created opportunities for the negotiation and articulation of local
cultural property rights discourse.

Wat Pratupa’s Assistant Abbott, Phra Patiphan Puriphanyo, is the creator and Webmaster of a site
called www.muanglamphun.com, on which, at that time, he regularly posted local documentation and
news related to temple activities and documentation of local traditions, festivals, and practices. The
website, and its related Facebook page, were being used as a strategy for circulating the distinct practices
of Wat Pratupa’s ethnic Yong community. In 2010 and 2011, I worked with students to explore some of
these practices; first, we looked at issues related to the safeguarding of ethnic Yong poetic narratives
called Kap Kalong, which reiterate the history of ethnic Yong migration from Burma, and details
contributions of families and individuals to the Buddhist merit-making festival, the Salak Yom; the
following year, we collaborated with the Assistant Abbott and community members to produce a short
documentary video about local efforts to revitalize and protect the endangered Yong language.** This
video and other field school documentation were circulated on www.muanglamphun.com and the related
Facebook page.

Wat Pratupa’s current approach to sharing documentation of their intangible heritage, I learned, was
largely shaped in the process of developing the temple website. The site and Facebook page first featured
extensive photographic documentation of the Salak Yom festival, historical photographs that the Assistant
Abbott had collected from members of the community, and representations of other local traditions that
had been identified as in need of protecting and publicizing. However, it was the decision to document
and share images of sacred material culture owned by Wat Pratupa—specifically, the contents of a
Buddhist palm-leaf manuscript and a rare wooden Buddha carving—that stimulated local discussion
about the benefits and risks of digital documentation in the service of safeguarding heritage. After images
of the Buddha and manuscript were posted on the website, villagers were surprised by the outside interest
they generated, including the arrival of non-local filmmakers seeking to make a documentary about the
valuable collection. With new awareness of the digital visibility of the collection, members of the
community began to worry about the physical safety of the objects. Yet these events, and the anxieties
that they produced, resulted in local decision making about appropriate digital circulation of heritage
documentation. Eventually, the Assistant Abbott told me, it was decided that it was advantageous to share
images of significant sacred objects in the Wat Pratupa collection, because the original objects could be
kept safe and out of public view, protected from thievery. He told me:

There’s an idiom saying, ‘If you swallow, it disappears; if you spit it out, it remains’. No
matter how wise you are, if you don’t have a disciple, your wisdom goes to waste. But if
you teach your disciples, your knowledge transcends your own life. It doesn’t matter if
replicas were created, because a genuine is still a genuine. In fact, there are even more
watchers than before because there are more people who are aware of these significances.

3 Sirindhorn Anthropology Centre, “Because We Are Yong,” Video, 2011 (7 mins 12 sec). Produced by Tashi
Dendup, Kate Hennessy, Nalina Gopal, Aynur Kadir, Inpone Thephetlusy, and Aree Tirasatayapitak, and Apinan
Thammasena. Accessed Aug 20, 2012, at http://www.youtube.com/watch?v=jGwgLiJ 1bYE&feature=plcp
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A sense of ownership keeps growing, which may lead to two different strategies:
increased security measures, or increased studies and revitalization. The decision depends
on the conservators and the community... Let the knowledge spread in the community.™

4. Conclusion

In this paper, I have presented examples from the field that locate the production and circulation of digital
heritage as central in debates over local cultural property rights. Participatory media production processes,
where the transformation of intangible cultural heritage into digital heritage takes place, represent
important moments in which community-based negotiation of the control of documentation and cultural
representation can take place. These negotiations, as 1 have described, can include the definition of
appropriate methodologies for intangible heritage documentation and the digital circulation of
representations of local material culture, archival media, and intangible expressions. These locally defined
processes of cultural heritage documentation and their negotiations facilitate the development of local
approaches to controlling cultural property, which will range from restrictive to more liberal, depending
on content and context. These processes and negotiations are particularly important in relation to world
heritage policies, leading to the question: how can international policy instruments better acknowledge
and support the range of on-the-ground approaches to cultural property and safeguarding? The Intangible
Cultural Heritage Convention and the Digital Heritage Charter should be considered and implemented
with awareness of the complexities and diversity of local cultural property rights discourse. State parties,
heritage workers, and community members should be encouraged to take necessary steps to ensure that
meaningful participation in intangible and digital heritage safeguarding initiatives includes space for the
negotiation of diverse approaches to ownership and circulation of cultural heritage.
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An Example to Follow
An Infrastructure for Interoperability and Governance in the Tuscan Public System for Digital
Preservation
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Abstract

For years, Tuscany has promoted several projects of digitization of administrative procedures. These
projects are based on a technological and organizational pre-existing substrate: a territorial system that
involves government agencies of that region and private. Entire community uses that same technological
infrastructures that are shared across regional territory and which allows the creation of cooperative
services using normalized and standardized rules and languages. On this basis the project DAX (Digital
Archives EXtendend) was started. This project has led to the creation of an infrastructure for long-term
preservation for digital archives. It serves all the regional administration of Tuscan territory. DAX is an
accountable system to describe and manage non-current and historical archives, and to storage singles
records. DAX is an example of cooperation and interoperability policies pursued for years in Tuscany, in
the field of innovation.
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1. Introduction

This report provides an overview about the system for long-term preservation of digital archives' by the
Region of Tuscany. The system will storage the archives by all different government agencies within the
region. This is one of the first experiences in this branch in Italy and it is a meaningful experience for at
least four reasons, generally speaking and not specific about digital preservation.

"In this report we intend to speak about archive like a whole of the records organically created and accumulated by
a public corporate body in the course of that creator’s administrative activities.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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The first reason concerns organization and descends from the choice of creating a territorial system
involving all the various government agencies of the region, under the coordination of the main
administration. The second reason is based on political choices that encourage the development of public
governments network sharing many technological innovation projects. The third reason, of technical
nature, provides a valuable contribution to the entire system: the technological infrastructures the system
uses, work for the entire community. These infrastructures implement the interoperability and interchange
channels for many other services.

Furthermore, as fourth reason, it obeys the Italian legislation on digitization2 and, at the same time,
interprets the State law which delegates each public administration to maintain their own archives,
introducing a new perspective where a single regional archive assembles them.

2. The Context

It is important to underline that the long-term preservation system, a project created, commissioned and
planned by Region of Tuscany and called DAX (Digital Archives eXtended), was conceived in an
advanced administrative, archival and technological context.

Regione Toscana is a territorial administration created in 1970, like all the other regions located all
over the Italian national territory, and it is one of the five kind of institutions constituting Italian Republic.
The task of each Region is the government and the growth of its territory; this is possible thanks to its
strong legislative power and to an administrative and planning organization, which are both exercised in
complete independence from the central power, but with a strong link with local authorities. In
comparison with other Italian Regions, Tuscany made a stronger use of tight cooperation with local
institutions® to exercise its governance through agreements on many different topics. Regione Toscana
has been the main driving entity for its territory concerning the themes of innovation mainly through the
Information and Communication Technology (ICT) project. For this reason, Regione Toscana is a
national model and a reference point regarding e-government. *

Since 2004 Regione Toscana, through a regional law,’ has established a community network that
gather up all the public institutions forming the regional territory, i.e., local administrations, Tuscan
universities and public bodies dealing with public healthcare. Following this law the Community Network

* The term dematerialization indicates the gradual increase in the computerized document management - within
public and private administrative structures - and the consequent replacement of traditional media in favor of
electronic documents. Dematerialization is one of the central topic of the Italian legislation on reform and innovation
in public administration (see Codice Amministrazione Digitale — Dlgs March 7, 2005, n. 82). Since 1997 the Italian
national legislation recognizes full legal value to electronic documents.

3 In the Ttalian legal system a local authority (ente locale) is a public body whose jurisdiction is limited within a
specific territorial area. The local authorities are opposed national bodies whose competence extends over the entire
national territory. In Italy, the term has a specific meaning referring to local authorities such as municipalities,
provinces and metropolitan cities, under the Italian Constitution.

* E-Government (short for electronic government) is digital interactions between Governments or Agencies, and
between government and the Citizens or businesses. It is defined as “The employment of the Internet and the world-
wide-web for delivering government information and services to the Citizens.” (United Nations Department of
Economic and Social Affairs, “United Nations E-Government Survey 2012”).

> Regional Law of Tuscany Region 26 January 2004, No. 1, “The promotion of electronic administration and of the
information and knowledge society throughout the regional system. Rules for the “Tuscany Region Data
Communication Network.”
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has its own managing structure, and promotes cooperation among different administrative entities,
according to his own skills and necessities. Operational tools and functioning bodies of this network
involve politicians and technicians of all the administrations: a Strategic Committee, which plans and
coordinates the program and subjects, drives the choices implemented by a Technical Direction through
the promotion and the realization of projects and services for every joining member; at last a general
Assembly gathers all the administrations and, once a year, introduces and evaluates the results. The
Network gives legal identification to systems of administrative interoperability, of instruments and
contents sharing, of data and information and of administrative processes.

The kind of relations created among public institutions and different subjects® form a complex
system, managed through ICT systems and architectures.

The computerization process started to yield significant results thanks to the new transversality and
interoperability of technologies, which give concreteness to the interoperability and transversality of
administrative effort, to which we are referring.

Italian national rules, concerning public administrations technologies, have been promoting and
stimulating the use of interoperable systems and infrastructures for years; the aim of these technological
infrastructures is the integration of procedures used by different subjects of the same territory (both
national or regional). Through these technological infrastructures is possible to achieve data and
information interchange and interaction among different entities allowing them to cooperate.” In Tuscany
this is supported by a unique technological infrastructure that carries out applicative cooperation assuring
an extremely advanced interoperability.®

Every dematerialized administrative process becomes part of a meta-system that allows the sharing
of tools and information, coming from different administration systems included in the same Community.
This technological choice comes from an organizational and archival need, because information,
documents and administrative processes have a transversal role among more entities that are often part of
the process, at the same responsibility level.

Tuscan system perfectly responds to the recommendations of European Interoperability Framework
for Pa European e-Government Services (EIF)’ which identifies different levels of interoperability and
emphasizes the importance of cooperation among organizations and processes coordination.

% Since the administrative reforms of the late nineties has been introduced, in the functioning of the Italian public
administration system, a kind of institutional relations network, which reconciles the need for autonomy and
accountability with the need for integration based essentially on the system of local government and in accordance
with the principle of subsidiarity. The Italian public administration today is seen as a unique network of subjects that
intersect powers and functions, subjects who are no longer part of a hierarchy but are coordinated in a network
system in which each element is a sibling node.

" http://www.progettoicar.it/Home.aspx

¥ http://www.cart.rete.toscana.it

? For European Interoperability Framework the dimension of interoperability are: Political Context - Cooperating
partners having compatible visions, and focusing on the same things; Legal Interoperability - The appropriate
synchronization of the legislation in the cooperating MS so that electronic data originating in any given MS is
accorded to proper legal weight and recognition wherever it needs to be used in other MS; Organisational
Interoperability - The processes by which different organisations such as different public administrations collaborate
to achieve their mutually beneficial, mutually agreed eGovernment service-related goals; Semantic Interoperability -
Ensuring that the precise meaning of exchanged information (concept, organisation, services, etc.) is preserved and
well understood; Technical Interoperability - The technical issues involved in linking computer systems and
services (open interfaces, interconnection services, data integration, middleware, data presentation and exchange,
accessibility and security services, ...). Cft. http://ec.europa.eu/idabc/en/chapter/5883.html.
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On archival and normative side, Region of Tuscany declared, with regional law of 2009, to “take
necessary measures for the de-materialisation of administrative documents, encouraging their storage in
digital format with methods which enable preservation and use over time.”'” Moreover Regione Toscana
“provides for and maintains a technological platform and digital services for the preservation of computer
documents which enables joint management of the documents in both hard copy and digital format...”""
With the same law, and consistently with what established by the territorial governance, the Region
“promotes the establishment of the regional administration and regional agencies archive network in order
to favour the sharing of tools and information in a coordinated manner, as well as access to the archive
documentation and the development of documentary assets” and the improvement of documental
heritage. '

Through DAX Region of Tuscany has materialized regional law 2009, n. 54.

3. Motivations and Goals

Within this organizational and technological context, the regional Community Network has delegated the
Region of Tuscany to build a platform for the preservation of administrative records' produced in digital
form by Tuscan public administrations. So, DAX arose in response to the needs of a variety of subjects,
even if the major administration—the Region—has played a larger role in coordinating the activities: it
has the responsibilities in the design and implementation of the system. In particular the Region takes care
of the dissemination of the culture of these issues. It should not be forgotten that such a complex system
would be difficult to achieve for small administrations as Italian municipalities are. A coordinated project
helps the cheapness and a considerable saving in terms of human resources and management.

It seemed also important for the growth of the area and its public administration, in this moment of
transition from traditional to digital documents, to develop the culture of these issues and also provide
support to smaller organizations, creating a common cultural fabric and shared rules. In addition to the
uniformity of treatment of digital archives, a single storage system would have reached a higher level of
performance in the efficiency of public administration and most of all, the easier relations with citizens,
and with all users interfacing with a unique system."*

12 Regional Law of Tuscany Region, 5 October 2009, n. 54, “Establishment of the regional information and
statistical systems. Measures for the coordination of infrastructures and services for the development of the
information and knowledge society,” art. 10 (“Documentary activities””), comma 2.

i Regional Law of Tuscany Region, 5 October 2009, n. 54, ...,” art. 10 (“Documentary activities”), comma 3.

12 Regional Law of Tuscany Region, 5 October 2009, n. 54, ...,” art. 14 (“Regional Archives”).

1 With the expression “administrative document” we intend to indicate any graphic, fotocinematografic,
electromagnetic or any other species of the content of documents, including internal or not related to a specific
process documents. They are held by a public authority and related public interest activities.

H«Access right” means, in accordance with current Italian legislation, the right of interested parties to consult and
take copies of administrative documents. All citizens, companies and associations, including those of public or
common carriers, can exercise access right (see http://www.governo.it/Presidenza/DICA/4 ACCESSO/). The access
right to administrative documents is a right granted to citizens on the basis of relations with the state and public
administration, in order to ensure transparency of the governments. In Italy the access right is enshrined in Italian
law, 7 August 1990, n. 241 “New Rules Regarding Administrative Procedure and the Right of Access to
Administrative Documents.”
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We cannot forget that archive has an important role in identity and memory of the activities of its
producer, and that the necessity to preserve documents has to be respected, according to traditional
archivistic science rules and Italian archival laws.

For these reasons a system able to preserve already formed, arranged and structured archives, the
noncurrent and historical ones, was conceived. They consist of records, no longer useful for their
producer. DAX does not deal with current records and archives whose creation and management are
delegated to the specialized systems. The current archives will be sent to DAX as they become non-
current. Therefore, the task of this platform should be to maintain archives, in compliance with national
and international standards, and in compliance with national and European archival law.

4. Technological Foundations

The Tuscan platform for the long-term preservation, as we mentioned, was devised using pre-existing
organizational and technological infrastructures. Among those the telematic network, called RTRT (Rete
Telematica Regionale Toscana - Tuscan Regional Telematics Network), plays a key role. It is a network
with large capacity, spread throughout the region, connected to the Internet, and compliant to the national
standards. The other fundamental infrastructure is the technological infrastructure for interoperability
called CART (Cooperazione Applicativa Regionale Toscana - Tuscan Regional Applicative Cooperation).
These enabling infrastructures comply with the Italian national legislation in terms of Public
Administration standards. They have been certified and accredited at the national level, provide higher
quality services than the standard market ones, realizing a multi-supplier model. Particularly for the entire
Community they provide and ensure:

1. A set of connectivity services shared by the Tuscan public administrations;

2. Interaction with all the other subjects of Italian government connected to the Internet, as well as
the networks of other institutions; they promote the delivery of quality services for citizens and
private companies;

3. Shared exchange infrastructure that enables interoperability of information systems with external
agencies;

4. The development of interoperable systems, according to the model of applicative cooperation,
safeguarding data security, confidentiality of information, respecting the autonomy of the
information assets of each administration and the current rules about privacy.

A particular relevance, in the context of the just mentioned infrastructures, is the implementation of
interoperability'> among the different network actors. In Tuscany, we said, it is performed through a
framework called CART. CART achieves the interoperability of applications of different organizations
that decide to work together to get common supplying of public services. CART uses a set of software
tools and defines a set of shared elements: management services, vocabulary, concepts, principles,
policies, guidelines, recommendations and practices. These common elements become part of documents

¥ “Interoperability within the context of European Public Services delivery, is the ability of disparate and diverse
organizations to interact towards mutually beneficial and agreed common goals, involving the sharing of
information and knowledge between the organizations, through the business process they support, by means of
exchange of data between the respective ICT systems:” http://ec.europa.cu/isa/documents/isa_annex_ii_eif en.pdf.
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arranging standards of interoperability among systems, and these documents are named “RFC e.Toscana”.
Those standards are proposed by the technicians of the various domains and are open to public discussion.
The negotiating process to produce interoperability standards involves public government, universities,
research centers and private companies. These entities define the set of rules and specifications to ensure
the interoperability of systems for a specific application domain. The standards take into account previous
national and regional decisions or choices, as well as national and regional experiences. In particular, the
Community recommends interoperability agreements, collaborates on the definition of services interfaces
and on the process of accreditation of software systems and standards-compliant solutions (e.Toscana
Compliance). The e.Toscana Compliance Committee, consisting of universities, research centers in
Tuscany and local authorities representatives, ensures the governance of the process, by supporting the
dissemination of approved standards, accrediting conformity of the software products with the standards
and provides support to entities of the territory.

All this corresponds to the recommendations on EIF (European Interoperability Framework for the
Pan-European e-Government Services)'® contained in the attachment “Towards interoperability for
European public services” by the Social Committee and the Committee of Regions of European
Commission. This last one suggests the creation and deployment of infrastructure to support
interoperability. It also emphasizes the role of open standards and interfaces for the implementation of
interoperability systems between applications and business processes related to e-government public
services.

The sharing of interoperability standards for services means that the different administrations of the
region operate in the same way approaching entities outside territory. On one side, this approach allows
Regione Toscana to achieve full interoperability and governance issues; on the other side provides value
for citizens and agencies, which perceive the Tuscan government as a single entity, rending their access to
services easier. These methods contributed to the growth of an eco-system of public services and created
a culture of interoperability. The services can be submitted and proposed by any administration, and they
are experienced as an opportunity by other members in the Community, to improve their services. The
entire Community participates in the creation of a real eco-system; it benefits of coming out of new
services, or, in case, of improvements or integration of services already existing. The emergence of new
services is assisted by a process aiming at the full sharing of interoperability specifications.

5. Architectural Components

DAX is deployed in the regional territory through information architecture fully distributed coherently
with the structuring of the regional network infrastructures. The central components of the platform are
deployed at the regional data center called TIX (Tuscany Internet eXchange)17, which provides services
to all administrations which are part of the regional Community Network.

Among the services that TIX data center provides, DAX uses:

e Storage, or rather the ability to extend incrementally the size of data storage and their backups.
The chance of expanding the system is a key feature because of the impossibility to determine, a

' See footnote number 3.
7You can find news about all infrastructures on the site http://www.e.toscana.it where there are also links to sites
specifically devoted to individual technical infrastructure.
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priori, the maximum capacity of storage required. Another significant quality of DAX is its
ability to store separately the archives of several administrations of Tuscany. This ensures that the
different administrations retain their responsibilities on archives and their descriptions;

e Disaster recovery, which is the guarantee of saving information on different sites and the
subsequent recovery from an unforeseen incident at a Data Center. This quality is essential in a
system such as DAX aiming to preserve documents and information;

e Operational or business continuity, namely to ensure that DAX is able to operate even in the case
of adverse events. This quality is desirable for a conservation system: access to information
becomes strategic with serious emergencies.

The central components of the storage system at the TIX, receive packages of documents from the
administrations of the territory. These send groups of documents from their applications by using the
CART infrastructure that gathers, validate and submit them. The process of collecting, validating and
transmission of packages takes place through standard device components of DAX. Those components,
called Proxy-DAX and deployed on CART infrastructure, interact directly with the local applications of
entities. The choice to implement specific Proxy guarantees:

e The distribution of the platform workload;
o The selected forwarding packages that are effectively to keep stored;

e Minimization of the use of network bandwidth between local applications and central components
of the DAX;

e An effective security policy for communication between applications and DAX;

e The possibility of storing data and information in the proximity of each entity; this guarantees
excellent response times in document and information retrieval;

e A significant improvement in quality of fault-tolerance of the system.

Another important task of the Proxy-DAX is to break large packages into smaller ones that will be
reassembled by the central components of DAX. This option allows local applications to send virtually
unlimited size packages.

The application interfaces made available, to the local software applications, by the Proxy-DAX are
defined in appropriate RFCs e.Toscana.'® In line with the process e.Toscana Compliance, the RFCs
e.Toscana concerning DAX were discussed inside the technical community, with the participation of
many local and national companies, and finally they were approved by the e.Toscana Compliance
Committee and have become regional standards. The four RFCs e.Toscana standard, about DAX, are
technical documents that companies should consult to implement software and adapt their applications to
the use of DAX.

'8 The RFC e.Toscana , describing the application interfaces realized by Proxy DAX, are: n° 188
(http://web.rete.toscana.it/eCompliance/portale/mostraRFC?idRev=682 &idRfc=188); n° 206
(http://web.rete.toscana.it/eCompliance/portale/mostraRFC?idRev=68 1 &idRfc=206); n° 176
(http://web.rete.toscana.it/eCompliance/portale/mostraRFC?idRev=642&idRfc=176); n° 189
(http://web.rete.toscana.it/eCompliance/portale/mostraRFC?idRev=629&idRfc=189).
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In addition to the access control decision by the document management service providers, DAX
supplies and facilitates consultation to records and content information by the side of users in response to
a request. The access has to take place using the application safely through an identification Smart Card."’
These cards are distributed to all citizens of the region: they are associated with a user profile and about
that profile DAX combines its application roles. In practice this means that each person may have access
to some features rather than others or have visibility of a portion of the archive and not others.

6. Archival Fundamentals and Standards

From the archival perspective DAX applies the principles of archival science and the rules of traditional
archives arrangement and description, transferring them to digital archives. The basic principle from
which the analysis took the place is that the archive of an administration is an unicum and all documents,
produced in the history of that administration, are part of this unitary system. The platform describes and
manages digital documentation but it describes also traditional paper records (or more generally analogue
objects). We thought this was a good way to ensure the uniqueness of the archive according to its
provenance. At the same time, we kept in mind that preservation and description of digital records and
archives require to highlight the peculiarities and keen differences between the two worlds.

In the first place DAX provides a solution to two problems that, although closely related, are not
completely comparable:

1. The long-term preservation of digital records;
2. Archive management—depository and historical level—both analogue and digital.

The choice to manage, through this system, the hybrid archive, and not only digital, follows from the fact
that the archives and single practices of our administrations are still largely produced on paper.

The platform DAX is based on the ISO OAIS (Open Archival Information System),”’ and in
compliance with OAIS standard focuses on the preservation of information packages. In addition it
describes the documental and archival context of creation, conservation and preservation, and identifies
an application area. The decision to build a system OAIS compliant depends on we are in agreement with
principles and topics of the standard, and we have considered the standard next to our reality: a
community of well-defined baseline, share knowledge, standardization well tested tools, languages and
methods. In fact it provides theoretical and interpretive trends not only for archives and its forming
objects, but also for their context, and it suggests organizational answers.

With regard to relations with the environment, three types of entities or systems interface DAX:
“producer” that creates and sends to the system the records and archives to be preserved, “user” who
consults the archives by distance, in space and time; “manager” who, structured into several kinds with
different responsibilities, takes charge of the management, maintenance and updating of the system as a
whole. And finally, the objects to be preserved.

In this initial phase of the system’s use we decided to begin maintaining two broad categories of
objects: general administrative records and health records. According to the several stages that OAIS

"1t is a hardware device, similar to a credit card, which contains all the information related to the digital certificates
of the subject and which allow a certain authentication.

% Open Archival Information System is the name of the standard ISO: 14721:2003 which defines concepts, models
and functions related to digital and aspects of digital preservation.
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contemplates, records are processed and aggregated in packages, logical containers of records and
information about records and their preservation. The packages distinguish themselves depending on the
stage and type of entities (respectively called SIP and AIP )*' (Figure 1).

The system stores records in several digital formats that are made known to the community through
a “list of allowed electronic formats” that can be expanded over time as needed. DAX also intends to keep
any type of documents and files: text, database, image, e-mail or e-mail archive, map etc.*

DAX has all the features of feeding, managing and finding of intermediate and historical archives,
as regards both paper and digital objects, and it manages:

e Ingest process from the creation to preservation phase by receiving packages of documents and
their metadata, from document production systems. The metadata sets forming the packages for
the ingest process and keeping, are compliant with the national Italian standard UNI-SInCRO.*
The ingest process occurs through the acquisition of “packages” (SIP-OAIS) consisting of a
number of archival aggregates™ and / or single record.”> As DAX manages the intermediate and
historical archives, these packages must contain no-active archival units and closed files or, at
most, single non current record;

e Logical organization and description of the archives, in compliance with international standards
for archival description.”® The policy of the system is that the records description, required at the
moment of ingest, is a dynamic description, enriching during the phase of preservation and at the
request of access. The metadata sets, to describe and holding archives, were enhanced and
compared with the sets worked out numerous international research projects, we held out as a
model.”” One of the great efforts of this project was, indeed, to try interpreting standards and best
practices, with the aim to exploit the rich outcomes of many international projects;

! We are speaking about the packages provided by the OAIS. There are three different types of information
package: SIP (Submission Information Package) that is made at the time of ingest to the archive by the creator, the
AIP (Archival Information Package), for storage in the DAX, the DIP (Dissemination Information Package), which
is composed with the data relating to the distribution and access.

21t was decided, in the phase of the activation of DAX, to start the system on certain types of archives and then
specific formats, but through small changes and stepwise refinement, based on the needs of the government, will
expand the range of sizes and the types of storable.

3 This is the Italian national standard UNI 11386: UNI 11386:2010 - interoperability support in the Storage and
Retrieval of Digital Objects (sync). It is the result of the National Italian unification (UNI), which was established
within Subcommittee DIAM/SC11 (Management of archival documents), in 2009; it was a special working group,
called Synchro.

2% This archival unit is a consistent set of documents, grouped by a person for the purposes of its business, according
to the common reference to the same subject.

 See footnote number 9.

26 We are speaking about ISAD (G) (General International Standard Archival Description) and ISAAR (CPF)
(International Standard Archival Authority Record For Corporate Bodies, Persons and Families) are standard adopted
by the International Council on Archives, in order to define unique tools for the description of archives, for the
registration of documents produced by organizations, individuals and families (www.icacds.org.uk/eng/). The first
edition was published in 1994. These set of metadata are returned to the user organized according to the model EAD
(Encoded Archival Description) and EAC (Encoded Archival Context of). Developed and published (1998) by the
Society of American Archivists in partnership with the Library of Congress for encoding tools appropriate archival.
7 Among these especially InterPARES - The International Research on Permanent Authentic Records in Electronic
Systems (http://www.interpares.org/), PREMIS - Preservation Metadata Implementation Strategies
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Figure 1. DAX architecture overview.

e Appraisal and selection and subsequent retention of predestined records; this phase includes

implicit request for authorization by the Ministry of Cultural Heritage, in accordance with Italian
law;

e Access and rendering of records and aggregated records and files by internal and external users of
the system;

e Access and consultation by the Auditor (e.g., State offices: Ministry of Cultural Heritage —
Soprintendenza Archivistica, Ministry of Innovation etc.) or justice organization;

e  (lear definition of roles and responsibilities.

From the point of view of technological capabilities, the platform preserves digital documentation and, in

order to cope with obsolescence of technology and software, enforces a continuous activity of control and
migration.

(http://www.oclc.org/research/activities/premis-rlg.html), METS - Metadata Encoding and Tradition Standard
(http://www .loc.gov/standards/mets/).
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Furthermore DAX has another very important feature: it produces a complex auditing system that
keeps the memory of all the logs occurred, both automatic and manual. This is an excellent method to
control the functioning, processes and reliability of system, to preserve memory of operations and to
assure safety of the archive. Based on this auditing system, as well as a continuous check on the data, it
will be possible to make an assessment of the procedures put in place for storage. The audit data, obtained
and organized by all the features of the platform, allow to measure the compliance of processes and
procedures with respect to the characteristics of the system and their application, with reference to what
has been defined in the analysis as a guarantee of reliability of the system and what is required by the
certification systems.

7. The Architectural Features of DAX

An initial choice has set that the system was articulated into two connected but independent subsystems,
playing different but complementary roles, since the system is logically unique. On the one hand, we have
the part which governs the real archive, that focuses on the organizational and use aspects, carried out in
accordance with the OAIS reference model. On the other hand, a complex storage that focuses on aspects
of the Italian law topic called “conservazione sostitutiva”.*® This kind of preservation is a legal and
technological procedure that is regulated by the Italian law, to ensure, over time, the legal validity of an
electronic document. According to the current laws, the digital document is “locked / closed” in form and
content through the digital signature and time stamp, which, by setting the exact date and time of its
crystallization, anchor it temporally and guarantee the fixity of information.

Thanks to this division into two subsystems, platform DAX is able to satisfy two requirements that
initially seemed difficult to conjugate:

e Preserve digital objects “freezing” by hashing techniques and asymmetric key cryptography,
according to the Italian law (bit-preservation);

e Preserve packages formed with records and metadata, assuring they can be changed over time
(package-preservation), according to the OAIS reference model.

The system, as a whole, is responsible for ensuring that, in medium and long-term, records retain:
integrity and authenticity, accessibility—as long as needed—and availability, legibility and intelligibility,
and reproducibility.

Each of the two subsystems has some peculiarities but in general, given those guarantees, DAX
takes charge of:

e [mplement, manage, historicize tools and data about the organizational, archival, procedural and
technological context. These contextualization is functional to the description of the stored
documentary heritage: organizational structure of producer, classification plans and indexes,
content types, appraisal plans, vocabularies to interpret specific metadata, encodings or terms,
associated with documents;

* It is a set of rules laid down by a decision of the Authority for Informatics in Public Administration (AIPA) of
2004, n. 11. This rule is in the process of substantial change and the changes can be found at
http://www.digitpa.gov.it/gestione-documentale.
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e Provide services and references to search and browse the preserved documentation;

e Prevent the obsolescence of hardware and software through continuous adjustments and through
processes of migration of digital stored documents;*

e Record and store—in a unique audit system that returns summary data queried at multiple levels
of detail—the tracking of each access, change and activity on the system (access, technological
changes, and updates the metadata of digital documents);

e Keep alive the digital signature, in compliance with the Italian law (by the application and
renewal of timestamps or by logging ingested package into the system);

e Receive, update and maintain metadata about the document in the archive.

As mentioned several times, the platform is designed as a system of long-term preservation at the service
of the Region of Tuscany, but also local government of the community. Which is why both of the two
subsystems are designed as multi-entity, i.e., the only installation maintains complete logical distinction,
even if it can manage archives and contextual archival metadata of several entities.

8. Governance

Such a many-sided system requires a governance able to ensure effective control and management. The
system is complex in nature because of the role that it aims to perform, because of the plurality of treated
subjects, the many different involved responsibilities, the complexity of functions at stake.

Consequently, the working group on DAX focused on what would be the best form of government
of the system, moving from the organizational context of departure. A strong point was that the system
had to be co-managed by the entities that produce the archives with a direct involvement in the
Community. Every administration would have to retain full responsibility for its archive, even if the
system has to be manage and conduct through a board of expert with appropriate skill. This board has to
be a qualified and a recognized group, equipped to manage digital preservation system, supervising it
from every point of view: organizational, technological, legal, political and about diffusion process. A
group able to provide appropriate security guarantees, effectiveness of technology, accessing to adequate
technical equipment and to professional training.

Since the beginning of the project, a number of activities and meetings have been scheduled, to
support different subjects involved in the management of platform DAX. The idea was to encourage
public administrations and their technicians to discuss and test the system according their need,
experiences, and resources.

These activities are coordinated by a highly specialized team, that has entrusted the management of
the system, called Centro di Responsabilita per la Conservazione Digitale (CRCD) (Responsibility center
for digital preservation). The CRCD ensures the process of long-term preservation and, especially, it takes
charge of the definition of meta-information and archival rules. The board has the responsibility for the
necessary adjustments of the system to international standards of long-term preservation, and for the

** In particular, CNIPA - Centro Nazionale per I’Informatica nella Pubblica Amministrazione, Deliberazione 2004,
19 February, n. 11, “Regole tecniche per la riproduzione e conservazione di documenti su supporto ottico idoneo a
garantire la conformita’ dei documenti agli originali,” art. 3 and 4.
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updating of the system to any possible change in the Italian legislation. The CRCD is also in charge of the
accreditation of DAX to the National Agency for the Digitization of Public Administration, as well as of
the possible subsequent adjustments of the system to their requirements or to new international standards.
The CRCD ensures consistency and compliance with safety plans, also in respect to privacy policies.
Finally, as regards new applying institutions, the CRCD coordinates the deployment process and the
activation of organizational process, as well as its operative start.

Four are the institutions which play an important role in the management of the DAX platform,
each one with clear responsibilities: Soprintendenza Archivistica per la Toscana, Regione Toscana and
the ICT companies involved in the project. In this respect, the CRCD encourages and coordinates the
relationships among all these entities so that they can operate together consistently, sharing a common
goal. Among these four, Soprintendenza Archivistica per la Toscana plays a crucial role, as it is an office
of the central State which, according to the Italian law, is in charge of monitoring and protecting historical
archives of all public bodies, disregarding their political level. Further relevant institutions participating in
the project are, as mentioned, Regione Toscana and the ICT companies which deal with the functioning of
the technological components, according to the directions issued by the CRCD. A fifth fundamental
partner adds to these four basically stable partners: the public institution that decides to use the DAX
platform for the long-term preservation of its archives.

In order to have all these entities operating consistently under a defined articulation of tasks, a
formal subscription of an agreement is required. This agreement states roles and responsibilities of each
partner, as it also states the rules for the common governance of the system and the compliance guidelines
for interoperability. Further relevant documentation is the technical documentation provided for the
activation and management of DAX, the manual for conservation, standards and the necessary
repertories: all of this proves to be crucial for digital preservation of archives.
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Abstract

This paper discusses how the Kenya National Archives and Documentation Service (KNADS) started
digitizing its records in its quest to give access to millions of documents in its holdings. KNADS under the
law has the responsibility of taking “all practicable steps for the proper housing, control and
preservation of all public archives and public records in Kenya.” (Cap 19 Laws of Kenya) The paper
indicates that the purpose of the programme is twofold, to give access to the information contained
therein and to preserve the original archival materials for posterity. The paper shows the work plan that
KNADS adopted in digitising a part of its collection, it shows the different methodologies adopted by
KNADS to achieve these objectives, and the challenges it has faced so far. It concludes by indicating that
although considerable progress has been achieved by KNADS in ensuring that the most consulted records
in its collection have been digitalized, there is a need to look for new methods of achieving its goal in a
shorter period as well as giving access to those records it has digitized.
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1. Introduction

KNADS is a Department in the Ministry of State for National Heritage and Culture in Kenya. It was
established by an Act of Parliament in 1965 to take all practicable steps for the proper housing, control
and preservation of all public archives and public records of enduring value, and make them available for
public access. (Public Archives and Documentation Service Act, Cap 19 Laws of Kenya)

The weight of this responsibility is rapidly changing in the current digital environment and has
become a real challenge. It’s worth noting that some of the archival records and media are old, brittle, and
delicate that requires careful handling. It’s therefore important that the Kenya National Archives and
Documentation Service actively intervene to ensure that these records will be available today and in the
future. The use of archives is the goal that all archivists would endeavor, but the availability of archives
for use by the public, and indeed all other aspects of archives management depend on archives being
properly preserved and cared for, and now being made available to the users all over the world through
the techniques of today and therefore the need to digitize our records.

Traditionally archivists have shaped their preservation activities around the notion of Permanence;
their objective has been to ensure the permanent preservation of archives. This is despite the fact that no
record, no matter how well protected and cared for, enjoys an unlimited lifespan. Internal processes of
decay ultimately defy even the most sophisticated intervention by archivists.

Since 2007, KNADS has been carried out a digitization programme. This has involved digitizing
some of its oldest and heavily used archival materials, some dating back to more than 100 years. This

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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programme has resulted in the digitization of close to 12,000,000 documents of archival records
(KNA/8/2 Vol.11). While this may sound a big number, it is a very small portion (3%) of the more than
400,000,000 pages of archival materials in the custody of KNADS. It should also be noted that
digitization is both capital and labour intensive as will be shown by the paper.

2. Background

In 2007, the Kenya National Archives and Documentation Service (KNADS) decided to start digitizing
the records of Coast province that are held at its Nairobi headquarters. They were estimated to number
slightly over 1.7 million pages of both bound and loose pages. These records were selected because of
their age and the heavy usage by clients; it was argued that reformatting them into digital copies would
allow wider use and ease of access while preserving the original. Constant handling of these records by
users over the years has rendered them to wear and tear. Continued usage of the original document would
lead to their destruction. By digitizing these records, the original would safely be preserved while the
digital surrogates would be used for access. By virtue of them being digital, it would be possible to
produce surrogate, and derivative files without any damage to the original digital master. The digital
object would then retain all significant information contained in the original document(s), and under
appropriately stringent conditions related to migration, refreshing, and backing —up of the original file, it
should survive over time.

2.1 Ease of Access

Demand for access to original materials, often termed as ‘primary source materials’ is increasing every
day. Members of the public often require instant access to records. Archival records are mostly single
copies and as such they cannot be accessed by multiple users at the same time. However, with
digitization, it will be possible to avail these records to the users online where multiple users can access
them. The trend worldwide in archival institutions has been to digitize and even make these records
available in the internet where users can access them after paying a stipulated fee.

It is envisaged that the digitization will be undertaken at a very high archival-master level quality
that will allow for multiple output (e.g., print, microfilm, access images, thumbnails, etc.) when need
arises.

2.2 Baseline Assessment

A baseline assessment was carried out by the department to establish the nature of the source materials.
About 30% of the records were found to be very fragile and brittle and therefore, they required special
handling and equipment when scanning in order to avoid any damage. About 10% of the documents
required wide format scanners as they were not of standard size. Big portions of the document were hand-
written and therefore, Optical Character Recognition (OCR) would not be performed on them.

2.3 Project Outcomes

After these materials have fully been digitized, users will no longer need to access the original materials
unless on very rare occasions to satisfy curiosity; for authenticity and legal purpose. It will also be
possible to do full text searches on the records as they will be indexed and as such it will be easier to
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automatically identify documents containing relevant information, something that is not possible with
paper records.

3. Progress of Implementation

The first three years of the digitization project was outsourced to private firms. This was out of the fact
that the department did not have internal capacity in terms of adequate skilled manpower and equipment.
This period saw the digitization of over 10 million pages of archival records. The contracted firm used to
have a workforce of over 40 people working in two shifts (day and night). In the last two financial years,
the department decided to undertake the project in-house with view of developing internal capacity for
sustainability. The department procured twenty computers, twenty medium duty scanners and one wide
format scanner. The intention was to use the department’s staff to undertake the exercise.

4. Roadmap to Digitization of the Records of Coast Province in the KNADS

4.1 Work Plan and Payments

Milestone one: Digitization of Coast Province Documents

OBJECTIVE RESPONSIBILITY MILESTONE/INDICATOR BUDGET
(KES)

Pre-Digitization Outsourced Company 1,685,000 pages unclipped, dusted, | 842,500.00

Accession demagnetized and batched at KES.

11 -22 June 2007 0.50

Scanning Outsourced Company 1,685,000 pages digitally captured, | 3,370,000.00

22 June — OCR. edited and indexed, KES.

10 August 2007 2.00 per document.

Post-Digitization | Outsourced Company 1,685,000 re—clipped, transported 421,250.00

Accession to storage and catalogued at KES. 100% payment

22 June — 0.25 on completion

15 August 2007
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4.2 Workflow
SCANNERS
CLEANING CAPTURE CLEANING
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ACCESSIONING SOFTWARE SCANNING
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PRE- INDEXING
SCANNING SCANNING G
ACCESSION FILTERIN
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FOR RASTER SEARCHABLE
SCANNING IMAGE PDFS

Figure 1. Workflow and events leading towards searchable document in KNADS.

5. Methodology

The first step was step was the preparation of the 1,685,000 documents through cleaning. Demagnetizing,
unclipping and batching that mirror the output indexing and metadata.

The second step was scanning with various equipments according to documents specifications. All
the originals 1,685,000 documents were scanned into digital master documents in TIFF CCTT4 format
(resolution 6000 pixel — 8 bit greyscale) with lossless compression. The raster files were then saved into
backup media repository.

The third step involved filtering the documents into the required formats. Filtered copies from the
digital masters were made according to the needs. PDFs were done with metadata and full-text search
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capabilities for retrieval done through OCR and documents schemas while GIF and JPEG thumbnails
were created for intra/internet display. The work was divided into 5 objectives as shown below

5.1 Objective One: Pre-Digitization Accession

Input: 8 members of staff, vacuum cleaners and demagnetising hardware
Activities: 1. De-magnetising the documents

2. Dusting

3. Unclipping documents

4. Batching

Output: 1,685,000 clean unclipped and batched documentsin

Timeframe: Two weeks

5.2 Objective Two: Scanning

Input: 4 capture/editing technicians, scanners, computers and softwares
Activities: 1. Scanning

2. Editing

3. Indexing

Output: 1,685,000 indexed raster images

Timeframe: Eight weeks

5.3 Objective Three: Indexing and filtering

Input: 6 capturing/editing technicians and sorting staff

Activities: 1. Optical Character Recognition
2. PDF Conversion
3. Document Schemas and Metadata tagging

Output: 1,685,000 text/metadata searchable PDFs

Timeframe: Four weeks

5.4 Objective Four: Post Digitization Accession

Input: 6 re-clipping casuals

Activities: 1. Re-clipping documents
2. Transporting Documents
3. Arranging/Cataloguing documents

Output: 1,685,000 catalogued and achieved hard copies

Timeframe: Two weeks
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5.5 Objective Five: Installation of Hardware

Input: 2 hardware & software engineers

Activities: 1. Installation of backup external disks
2. Installation of Server

Output: Configured Storage Hardware System

Timeframe: One week

5.6 Scanning Hardware Used

e 2 high duplex scanners capable of scanning 80 pages per minute, but given that these are archival
document, the output is much less than that.

e 4 book scanners one being planetary capture scanner

e 1 wide format scanner (AO size)

Storage Requirement: Master Documents — TIFF: 1685,000 pages x 2.4 megapixel = 3,840,000
megabytes = 3,840 gigabytes = 3.84 terabyte of space required

Filtered Compressed PDFs: 1,600,000 pages x 120kb

Software requirement: to manage the repository for retrieval, Adobe Acrobat and Acrobat Reader are
being used.

5.7 Quality Assurance

A team of officers from KNADS were detailed to be carring out quality control analysis at various stages
of the project to verify that all reproduction is up to standard. The quality assurance analysis was carried
out on random sample of 10% of all the stages. The quality assurance analysis were to determine the
following:

Size of image

Resolution of image

File format

Image mode (i.e., colour images are in colour, not grayscale)
Bit depth

Details in highlights and in shadows

Tonal values

Brightness

Contrast (e.g., stark black and white contrast on anything except simple line drawings)
Sharpness

Interference

Orientation

Noice

Alignment of colour channels

Cropped and border areas, missing texts, page numbers,etc.
Alignment of images

Missing lines or pixels

Text legibility and meta data capture
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6. Challenges

The following are some of the challenges faced during or immediately after finishing the scanning

exercise.

There were 1,585 wide format drawings and maps which had not been captured initially and
which form part of the records of coast province. Since the drawings and maps are an integral part
of the contents of the repository, these drawings and maps have to be scanned and according to
the firm we had outsourced, the cost will be at KES. 150.00 per drawing/map, this was because
the maps and drawings would require wide format scanners, after shopping around we found that
the prize was actually KES 50.00 less than the market price.

We also realized that there was another consignment of 190 boxes in the basement repository
with 437,000 extra records of the same provenance, i.e., Coast Province which had not been
captured in the initial count as they were in another repository. The cost of digitizing them was
charged as the earlier records.

We also needed to store, make backups and manage the electronic repository created with two
500GB external hard disks, one hundred and twenty 4 GB DVDs and PDF archival software, all
totaling to an extra KES. 581,500.00

Quality: while the contractor has been given the specs for digitizing the records, where mass
digitization is taking place, quality may be compromised, especially given the fact that archival
quality digitization requires a high resolution. This meant that an archives staff has to be within
the process all the time. The work has to be checked again and again to ensure the right image is
achieved always.

Expenses: As will be seen, there are always “other” things and issues that crop up during or after
the completion of a project. Therefore, apart from the original budget, extra funds have to be kept
aside for such issues and things that are bound to arise.

Consistency of the filing system: it was noted that during quality control, it should be ensured that
the order in filling of the manual documents is maintained in the digital document, the documents
in every file should be scanned from back to from just as the file has grown., where a document
has more than one folio, the scanning should starts from page one of the last page and in order to
ensure that this was done properly, the departmental committee dealing with monitoring and
evaluation of digitization programme was to closely and regularly visit the site and assess the
progress.

Re-boxing and re-shelving of files: this is a major challenge during a digitization exercise
especially where the services have been outsourced. The archives developed a stamp having the
inscription ‘verified’, ‘date’ and ‘signature’ and the re-shelving team had to look and ensure that
the records have been digitized before they are returned to their boxes.

Outsourcing: While it is appreciated that outsourcing resulted in the digitization of over 10
million documents within three years, the exercise was very expensive and yet there was no
specific budgetary allocation for the project. This meant that the project could not be sustained
through outsourcing.
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e In-house Project: The initial intention was to deploy officers from other sections to carry out the
digitization on a rotational basis. The officers could not afford to dedicate adequate time for the
exercise since they already had other duties to take care of in their respective sections. The
department, therefore, resorted to hiring of casuals to assist staff in the digitization exercise. The
money allocated during the last two financial years for hiring of casuals is a cumulative total of 3
million shillings. This figure has only been adequate to hire 20 casuals for a total 9 months. This
implies that half of the year no digitization takes place yet the total number of people undertaking
the exercise is only half what the external contractors used to have. Furthermore, considering that
the programme is long-term, it is also not sustainable to use casuals year-in year-out.

e Access: although the primary reason for digitization was to offer access and preservation of the
original, the actualization has been slow. This is because of the following reasons:

=  Website: The Kenya National Archives and Documentation Service website had been
hacked and it took time constructing another one.

= Content: hosting the website with all these data content became an issue, the capacity of
most of our service providers was low and as such they could not handle our request.

= Technological Challenges: there was no one who seemed to know exactly how to go
about uploading the material that we wanted uploaded without compromising the rest of
the material in the server.

= Payment and Charges: if we were to charge for the material accessed, how would we go
about it and what modes of payment would be accepted, noting that this is a government
department.

7. Way Forward

Long-term solutions to the digitization project needs to be found with a view of ensuring that it is
sustainable. These would include the following:

7.1 Personnel

To clear the huge backlog of 97% of un-digitized materials, the department would require engaging 200
staff on a full time basis. That number of staff would be able digitize 200,000 documents per day at the
rate of 1000 per person. At that rate, the department would be able to clear the backlog in five years.

7.2 Training

Digitization is a technical area that requires professional skills to ensure quality output. It is therefore
important for all the staff engaged in the project to undergo thorough training in digitization both at
middle and advanced levels.

7.3 Equipment

While the department has already acquired digitization equipment, these would not be adequate if the
department was to acquire the desired number of staff. It would therefore be necessary to acquire more
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equipment. Additionally, ICT equipment becomes obsolete very fast. It is therefore important to budget
for the upgrading and replacement of the equipment that are no longer serviceable.

7.4 Budget

As noted earlier, digitization is a capital intensive project and as such the department needs to introduce a
specific budgetary item for this purpose with adequate allocation to cater for its needs.

7.5 Partnership

Another way of going about the digitization programme is to partner with stakeholders and friends of
archives wherever they may be, the partnership can be in form of assistance, technical knowhow,
equipment, financial or any other way that can be offered to make the programme a success story.

8. Conclusion

Since archival material exist in single copies, they had to be handled with utmost care. For this reason
automatic document feeders were avoided, unless the papers were in a very good physical conditions and
of standard size. Another rider adopted was re-assembling back of all the documents into their respective
files and the cover of the file stamped ‘digitized’. Finally, since the files are read from back to
front,digitization had to be done in the same way with folio one starting off till the last folio to be filed
becomes the last.

Though it had been hoped that by undertaking the exercise in-house the challenge of sustainability
would be resolved, this has not been forthcoming as the department is too thin on the ground in terms of
personnel. Hiring of casuals was an appropriate stop-gap measure but it is also not sustainable in the long
run. It is, however, worth noting that the department now has adequate equipment for digitizing records.
However, the challenges of internal capacity need to be resolved with long-term solutions that would
make the project sustainable. The international partners and friends are invited to assist the archive move
a step further than where we are by making what we have already digitized available to the world.
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Abstract

This paper describes the strategies HathiTrust is taking to build a collaborative infrastructure capable of
ensuring long-term access to digital collections at scale. HathiTrust’s approach recognizes the deep
interplay of social and technical factors that support our collections, and will determine their persistence
and availability over time.
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1. Introduction

HathiTrust is a partnership of academic and research institutions that are pooling resources to
collaboratively preserve and provide access to the cultural record. The core of the preservation strategy
centers on a digital repository that is owned and operated by the partners to ensure the long-term
preservation of digital materials owned by their institutions, and facilitate access to the greatest degree
allowed by law or third party agreements. The repository was launched in 2008 and currently contains
more than 10 million volumes, making it one of the largest research library collections in the world. This
paper offers insights into the guiding principles and ideas that underlie the repository, and specific
strategies the partners are employing to preserve and provide access to digital collections at such a scale.

2. Setting

In the last 10 years, the time in which HathiTrust was conceived and initiated, there has been an explosion
in the amount of materials digitized and produced digitally by libraries and other cultural heritage
institutions. This has resulted in an increased focus in the cultural heritage sector on issues of digital
preservation. Libraries and other institutions have grown significantly in their knowledge of the specific
components involved in digital preservation, such as formats, media, and management of digital objects
over time. They have grown also in their understanding of, and tools for evaluating, attributes and
characteristics of “trustworthy” initiatives for long-term preservation. The challenges of preserving our
digital present and past have been increasingly well defined. However, questions remain about the best
ways to meet these challenges, from preservation models to employ (e.g., distributed versus centralized
architecture), to formats and technologies to use, to specifications and best practices to follow.

In seeking to address these challenges, and in building a preservation infrastructure designed to
operate at tremendous scale, HathiTrust has taken an approach that recognizes preservation first and

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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foremost as a social and collaborative activity. This approach has led to technological, architectural, and
procedural decisions that, while important in their own right, are subordinate to, and guided by, an overall
aim to meet the needs of a targeted community, even as the needs of that community change over time. This
paper walks through the specific strategies that HathiTrust is taking to address common challenges in digital
preservation, including issues of authenticity, reliability, scalability, sustainability, and discovery and access,
in light of two guiding principles: that it is we, collectively, who are responsible for ensuring the persistence
and availability of our cultural record; and that we can do more together than we can do separately.

3. Community

Viewed developmentally, the problem of preserving digital information for the future is
not only, or even primarily, a problem of fine tuning a narrow set of technical variables.
It is not a clearly defined problem like preserving the embrittled books that are self-
destructing from the acid in the paper on which they were printed. Rather, it is a grander
problem of organizing ourselves over time and as a society to maneuver effectively in a
digital landscape. It is a problem of building—almost from scratch—the various
systematic supports, or deep infrastructure, that will enable us to tame anxieties and move
our cultural records naturally and confidently into the future.

(Task Force on Archiving of Digital Information 1996, 7)

The quote above is taken from the 1996 report of the Task Force on Archiving of Digital Information—a
report foundational to the establishment of criteria for certifying trustworthy digital repositories, and
significant in the development of the framework for Open Archival Information Systems.' One of the
primary focuses of the report was on the need to advance the establishment of trusted systems for
preserving digital information (1996, 9-10). As the quote above demonstrates, the report also recognized
the social framework and interplay of social factors that both support and benefit from trustworthy digital
preservation.

The importance of both of these aspects, the technical and the social, are carried forward in the
OALIS model and in Trustworthy Repositories Audit and Certification: Criteria and Checklist (TRAC), the
culmination of many years work to establish criteria for certifying trustworthy digital repositories. It is
significant, however, that social components in both of these models are articulated primarily in a service-
consumer relationship. The OAIS model defines a repository’s Designated Community as “an identified
group of potential Consumers” of information, where Consumers are the “persons, or client systems, who
interact with OAIS services to find preserved information of interest and to access that information in
detail” (Consultative Committee for Space Data Systems 2002, 1-8). The Designated Community is
specified separately from a Management function, which typically acts to provide funding, conduct
reviews of the OAIS, determine pricing policies, and “provide support for the OAIS by establishing
procedures that assure OAIS utilization within its sphere of influence” (2002, 2-8).

In TRAC, one of the three overarching areas comprising the evaluation is organizational
infrastructure, including issues of governance, staffing, finances and sustainability, contracts and liability,

' The report was the source of the recommendation to institute a dialogue on the “standards, criteria and mechanisms
needed to certify repositories of digital information as archives” (1996, iv), and is taken as a point of reference in the
Trustworthy Repositories Audit and Certification: Criteria and Checklist (CRL and OCLC 2007, 1). It was also the
basis for the Preservation Description Information in the OAIS model (Consultative Committee for Space Data
Systems 2002, B-1).
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and succession (CRL and OCLC 2007, 3). TRAC explicitly recognizes the social elements that underlie a
trustworthy repository. TRAC borrows the definition of a Designated Community from OAIS, however,
reasserting from an earlier 2002 report (RLG and OCLC 2002) that “the definition of a trusted digital
repository must start with “a mission to provide reliable, long-term access to managed digital resources to
its designated community, now and into the future” (CRL and OCLC 2007, 3). Here too, the envisioned
relationship is weighted toward one where an organization (stakeholders fulfilling management functions)
provides services to a separate body of end users.’

The notion of Designated Community does not exclude the idea or possibility that designated
communities and stakeholder communities could be the same, but it is worth affirming this possibility
explicitly, as it is precisely the model under which HathiTrust was established and operates. The
partnership is a community of academic and research institutions that are collaborating to provide a
shared digital preservation infrastructure that will enable them to better achieve their goals in provisioning
the cultural record for the advancement of scholarship at their institutions. By doing this, the partnership
serves immediate access needs of end users who are part of this community (those engaged in scholarship
and research at the partnering institutions, including, as they may be, stakeholders, staff, students, and
faculty, etc.). HathiTrust’s Designated Community, then, encompasses both those who steward and
manage the digital archive, and the immediate users of information contained within the archive. As the
partners are committed to using their collaborative services to produce public goods (making materials in
the digital repository as open and available to anyone in the world as possible), they are able to reach
beyond their designated community to serve a broader worldwide audience of libraries and library users.

There are clear strengths to this arrangement, where there is a tight coupling between those who
support and manage the archive, and those who use and benefit from it. Perhaps the most important of
these are first, that it provides the basis for a deep, collaborative social infrastructure where institutions
are able to leverage common interest, distributed expertise, and diverse resources to achieve common and
institution-specific goals more effectively and efficiently. Second, it creates strong forces that favor long-
term sustainability. The sustainability of the archive depends on the ability of shared management and
governance to ensure the archive continues to benefit the investing partners, and on the continued interest
of the community in general in supporting scholarship and research. Both of these are fundamentally
social factors.

A key element in ensuring the archive’s ability to benefit those supporting it, however, is the
technology used and the archive’s technological approach in general. As the 1996 Task Force report
noted, “We can afford to continue and increase economic and social investments in digital information
objects and in the repositories for them on the information superhighway if, and only if, we also create the
archival means for the knowledge the objects and repositories contain to endure and redound to the
benefit of future generations” (1996, 9-10).

The remainder of this paper describes the approaches HathiTrust has taken to address challenges in
preserving and providing access to digital information at scale in light of the social factors that ultimately
underlie its success and sustainability. The partners have striven to develop robust technological
infrastructure that is designed above all to be responsive to community needs for preservation and access,
and that prioritizes meeting these needs over the long-term, even as technologies and implementations
change over time.

* Examples given in OAIS of Consumer interactions include “questions to a help desk, requests for literature,
catalog searches, orders and order status requests” (Consultative Committee for Space Data Systems, 2-9, 2-10).

94



Plenary 1, Session B1

4. Overarching Considerations: Scale, Preservation and Access, Openness

There are three broad considerations that have had a significant impact on the design and implementation
of the HathiTrust repository. All result from underlying goals to meet the needs of the designated
community. These considerations are the exceptional scale of the repository, a philosophical belief that
the value of preservation is gained through access—that there is no value to a community of preservation
without access, and a strong commitment to openness. Ultimately, HathiTrust’s need-based approach to
the development of services and strategic directions is one of its strongest attributes.

4.1 Scale

In his testimony as part of the Google Settlement fairness hearing in 2010, Paul Courant provided a
summary of the purpose of the libraries that were engaging in large-scale digitization of their collections
in partnership with Google. The excerpt of his testimony below characterizes well the primary needs of
HathiTrust’s designated community:

Without reliable access to the scholarly record, we cannot know what has been known,
what has proved fruitful and fruitless in the past. The broad social benefit that derives
from the progress of science and the useful arts depends on the ability to find, use, and
reuse the scholarly record. Provision of the scholarly record for current and future
generations is the primary mission of these research libraries. (Courant 2010)

This statement highlights the needs of researchers and scholars to discover, access, and cite the scholarly
record over time, and of libraries to preserve the scholarly record and enable these activities. Something
that immediately stands out about these needs is the expansive scope. The needs are not to preserve works
from a particular country or time, by a particular author or set of authors, or in a particular format or
medium (for instance print or analogue versus digital, or even born digital). The needs relate to all
materials that can be used to further scholarship. HathiTrust acknowledges the scope of these needs in its
broad mission “To contribute to the common good by collecting, organizing, preserving, and
communicating the record of human knowledge” (HathiTrust n.d.a.). It acknowledges these needs also,
and some particular points of strategy in addressing them, in its initial goals. One of most important
points of strategy is that the effort to address the needs of HathiTrust’s designated community should and
must be collective: “co-owned and managed” as the goals state, by the institutions ultimately responsible
for the digital archive. The goals are as follows:

e To build a reliable and increasingly comprehensive digital archive of library materials converted
from print that is co-owned and managed by a number of academic institutions.

e To dramatically improve access to these materials in ways that, first and foremost, meet the needs
of the co-owning institutions.

e To help preserve these important human records by creating reliable and accessible electronic
representations.

e To stimulate redoubled efforts to coordinate shared storage strategies among libraries, thus
reducing long-term capital and operating costs of libraries associated with the storage and care of
print collections.
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e To create and sustain this “public good” in a way that mitigates the problem of free-riders.

e To create a technical framework that is simultaneously responsive to members through the
centralized creation of functionality and sufficiently open to the creation of tools and services not
created by the central organization. (HathiTrust n.d.a)

The initial goals center broadly around collections and collaboration: assembling a digital collection of
materials, as comprehensive as possible; providing access to the materials; preserving them; and then
using the materials in broader strategies that benefit first the partners, and by extension a larger
worldwide community. Libraries’ goals to improve access to materials (including discovery and use)
require their willingness and ability to address a number of specific micro-level challenges such as proper
identification, description, and rights determination of materials (gaining a knowledge of what we have in
our collections). Understanding what we have in our collections, the relationships between individual
items, and the items’ rights statuses are precursors to the development of individual and collective
strategies for macro-level challenges such as managing print and digital collections, expanding of lawful
uses of in-copyright materials, and in general, improving our collective preservation infrastructure. The
common characteristic of all of these challenges and strategies is that they are big. They lend themselves
to, and can be best responded to by, collective action, at scale. Partnering Institutions support HathiTrust
specifically as a platform to address their needs in these areas and facilitate this kind of collective action.

4.2 Preservation and Access

HathiTrust is a “light” archive and as such, strives to provide as much access as legally possible to all
materials in the repository. Works that are determined to be in the public domain, or that rights holders
have opened access to, are available to be read online as well as downloaded, subject to third party
agreements.” HathiTrust recognizes legal constraints and contractual obligations on materials, but does
not preserve materials that depositors would wish to be stored without access, when access might
otherwise be lawfully granted. For works that are in-copyright, HathiTrust includes full-text OCR in its
repository-wide full-text search index, so that even though they are not available for reading or download,
in-copyright works can be searched to retrieve word or query frequencies that may assist in determining
the relevancy of a work or in locating specific information in a hard-copy of the work.

HathiTrust’s “light” orientation benefits users, as it provides access to a tremendous body of
materials. It also has benefits for preservation, as the processes of retrieving and displaying data provide
an additional check on the integrity of objects, and access in general gives the digital objects the best
chance to be used and valued in the community, and therefore preserved into the future. The goal of
providing access to preserved works manifests itself in numerous ways throughout HathiTrust’s
technological infrastructure.

4.3 Openness

The last of HathiTrust’s goals speaks to a technical framework that provides significant centralized
functionality, but is also open to distributed development of tools and services. This orientation and

? Full download of materials is available where no restrictions exist. In most cases Google-digitized materials, which
make up the largest group of materials where restrictions exist, are only fully downloadable by members of
HathiTrust partner institutions.
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general strategy towards openness extends to all aspects of the repository, from content formats to
hardware and software, to organizational structure. The general strategy is that the long-term
sustainability of the repository is served to the degree to which it is possible for member institutions to
make use of the collective assets and services of the partnership, and to contribute to and manage them as
well. The impact of HathiTrust’s strong commitment to openness will be discussed further below.

5. Technical Infrastructure, Social System

HathiTrust’s technical infrastructure was designed to meet the needs of its designated community, which
can be categorized broadly on one hand as reliable long-term access to materials, and on the other as more
efficient management of materials and resources to this end. This needs-based approach has resulted in a
step-wise, modular trajectory to repository development, where discrete components that fulfill the needs
for preservation and access interoperate as an integrated whole.* It has also resulted in very practical
decisions about these components that are fully cognizant of the concerns (including economic,
technological, and sociological) of the designated community. The ways that HathiTrust has addressed
core challenges in digital preservation, as articulated by the Task Force on Archiving of Digital
Information’s report in 1996 (which, as it has been noted, was a significant force in the development of
TRAC and was used in the development of the OAIS model) is given below. It will be helpful before
entering into a discussion of these elements to give a general description of the architecture and design of
the repository.

5.1 Repository

The HathiTrust repository was developed according to the framework for Open Archival Information
Systems and the Trustworthy Repository Audit and Certification criteria. The overall considerations for
operation at scale, preservation and access, and openness have resulted in a strong drive for consistency
and standardization across the repository. Consistency and standardization facilitate the operation of
generalized processes across the repository for purposes of ingest and preservation (e.g., content auditing
and reporting, replication, backup), as well as access (e.g., full-text search indexing, access to users
through a variety of interfaces, collection-building capabilities). The major components of the
infrastructure, shown in Figure 1, include:

o Ingest: processes check the fixity of objects received for deposit, transform them to HathiTrust
specifications if needed, perform rigorous validation, package objects for ingest, and finally bring
them into the repository.

e Archival Storage: HathiTrust storage consists of two geographically separated instances of the
repository on spinning disk, with tape backup stored in a third location.

e Data Management: HathiTrust manages bibliographic and rights information about objects, as
well as information about the print holdings of partner institutions that correspond with
HathiTrust’s digital holdings. The significance of managing partner print holdings will be
discussed further below.

* See York 2010 for a detailed discussion of repository architecture.
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Figure 1. HathiTrust architecture according to the OAIS model (York 2010).

e Access: access services include

= Bibliographic and full-text search of all materials
= Reading and download capabilities for public domain and open access materials
= The ability to assemble virtual collections of materials (i.e., “book bag” functionality)

= A variety of APIs and data feeds for both bibliographic data and repository content
(images and OCR text)

5.2 Preserving Digital Information

In describing the overall landscape of digital information and preservation, the Task Force on Archiving
of Digital Information notes that:

The process of preserving digital information will vary significantly with the different
kinds of objects — textual, numeric, image, video, sound, multimedia, simulation, and so
on — being preserved. Whatever preservation method is applied, however, the central goal
must be to preserve information integrity; that is, to define and preserve those features of
an information object that distinguish it as a whole and singular work. In the digital
environment, the features that determine information integrity and deserve special
attention for archival purposes include the following: content, fixity, reference,
provenance, and context. (1996, 13)

Each of these elements, content, fixity, reference, provenance, and context, will be taken in turn.
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5.2.1 Content

With regard to content, the Task Force states:

The measure of integrity in the preservation process thus turns, at least in part, on
informed and skillful judgments about the appropriate definition of the content of an
digital information object—about the extent to which content depends on its
configuration of bits, on the structure and format of its representation, and on the ideas it
contains—and for what purposes. (1996, 13)

At the broadest level, considerations about content in HathiTrust begin with what is selected for
digitization and preservation. The materials ingested by HathiTrust to-date have been those digitized and
submitted individually by the partnering institutions (i.e., materials determined by those institutions to be
of enduring value). HathiTrust formed a Collections Committee in 2010, however, whose charge includes
making recommendations about content in HathiTrust (HathiTrust n.d.b), and partners recently approved
a targeted initiative surrounding United States federal government documents (HathiTrust n.d.c). These
initiatives underscore opportunities for collective decision-making about the addition of materials to the
repository in the future.

Apart from selection of materials at an intellectual level, HathiTrust has defined parameters for the
general types of materials as well as the content formats and specifications that are accepted. The general
types of materials HathiTrust preserves at a production level currently are digitized books, journals, and
book-like materials, such as codex manuscripts. Pilot projects involving image (e.g., maps and
photographs), audio, and born-digital content are underway. For the books and book-like materials, there
are only three formats in the repository that are primary targets of preservation: ITU G4 (bitonal) TIFF
images, JP2 images, and Unicode text (HathiTrust volume packages include both plain text Optical
Character Recognition (OCR) text and OCR with word coordinate location information). HathiTrust
enforces adherence to these formats (including validity), minimum resolution standards, and internal
image metadata specifications through rigorous validation processes on ingest. The specific types and
numbers of formats in HathiTrust are not important in and of themselves (HathiTrust will undoubtedly
support more formats and types of materials at a production scale over time), but are important the degree
to which they satisfy a variety of community concerns. For example, ITU G4 TIFF, JP2 and Unicode are
standard and open formats that meet community-accepted standards for digital preservation. They are also
widely supported on a number of platforms and not dependent on particular hardware or software to
render to users. These attributes of the formats inspire confidence in the community in their ability to be
preserved and migrated forward to new preservation formats over time.

The formats HathiTrust accepts express its orientation toward openness, which in this case
facilitates preservation of materials. The openness of formats facilitates access to materials as well,
however, and access in particular at scale. The openness and flexibility of the formats allows them to be
transformed on the fly to formats that can easily be downloaded or displayed to users on the Web.
Management of files is thus simplified, as derivative images do not need to be stored in the repository,
and repository systems do not need to be developed to maintain and disseminate them. The openness of
the formats allows a uniformity of content across the repository that lowers the overhead of cross-
repository management functions while offering a variety of access options to users.

It is relevant to note that HathiTrust has benefitted greatly from the uniformity of Google digitization
with regard to content format and standards. The fact that millions of volumes have been digitized in the
same way to the same specifications has greatly facilitated rapid growth of the repository (HathiTrust has
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grown overall from 2.5 million volumes from its launch in 2008 to 10.5 million in 2012). HathiTrust has
encountered challenges when seeking to accept content digitized from other sources, even when those
sources use the same formats. This is due to the issues and work involved in transforming content to meet
HathiTrust specifications, including assembling content and metadata into HathiTrust content packages.
The collective work of the HathiTrust community has been key in addressing this challenge.

HathiTrust partners have worked closely together to define specifications and process for
transforming content from large-scale digitization sources such as the Internet Archive, and develop tools,
available from the HathiTrust website (HathiTrust n.d.d), that allow partners to transform, validate, and
package content that is digitized on a smaller scale to HathiTrust specifications prior to submission.
Working collaboratively, HathiTrust institutions have developed a framework that allows institutions to
participate deeply in the preservation of their content, while lowering the overall costs to the repository of
staging and transforming content, some of the highest costs associated with digital preservation
repositories.

5.2.2 Fixity

Fixity in the Task Force report refers to the way content is “fixed as a discrete object,” with the concern
that objects might be changed or corrupted without notice (1996, 14). The concept of fixity relates closely
to the concept of authenticity, as articulated by Luciana Duranti (Duranti 1995) and authenticity and
integrity, as discussed by Clifford Lynch (2000). These relationships will be explored more closely below.

HathiTrust verifies the fixity of objects internally at several levels. The first is through verification,
when possible,” of checksums for content as a part of the ingest process (calculating a message digest for
content in the Submission Information Package and comparing it with the digest provided with the
content). The second is by periodically re-calculating the checksums of objects in the repository and
comparing them with checksums generated prior to ingest.® The third is through data integrity
mechanisms internal to the storage itself, which use checksums to ensure that data transferred from one
storage site to another are not corrupted, and to detect and automatically repair errors, including those
caused by “bit rot” phenomena such as misdirected or torn writes.

HathiTrust communicates fixity, to a degree, to users as well, through the use of watermarks on
images displayed in or downloaded from HathiTrust Web interfaces. The watermarks are not actually
inscribed into the images themselves; they are overlaid on derivative images when the derivatives are
created from the master files. It is thus possible to tell from the Web and printed copies that the images
came from HathiTrust, although the watermarks do not have meaning for internal tracking.

These represent some of the mechanisms HathiTrust has in place. As Clifford Lynch has discussed,
however, issues of authenticity and integrity at their base are largely functions of trust and context (2000).
In discussing checks of internal consistency using checksums that are calculated for objects, he notes that
when such a checksum or digest is used, “our confidence in the integrity of the object is only as good as
our confidence in the authenticity and integrity of the digest.” In such a situation, the link between the
claim that a message digest is correct and the claim that an object maintains its integrity “is done by
association and context—by keeping the claim bound with the object, perhaps within the scope of a

> It is possible that materials desired for ingest are not accompanied by valid checksum information.
® Checksums are recorded in metadata that is stored with objects in the repository.
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trusted processing system such as an object repository.” Put in other words, it is within a trusted
environment that claims of authenticity and integrity have their meaning.

HathiTrust uses automated checks on integrity to detect random or accidental corruption of objects in
the repository, but these mechanisms would likely not be sufficient to ensure integrity in the event of a
successful intentional attempt to corrupt content. HathiTrust’s multiple levels of redundancy (multiple
storage locations and backup) could be used to restore any or all objects in the repository following such an
act. A key point regarding fixity, however, is that it is broader mechanisms of system security (to prevent
malicious forces from outside) and trust in staff (to ensure security from inside) that ensure the integrity of
the overall environment, and give validity to further internal checks that are performed. As the fixity and
integrity of objects depends to a significant degree on trust in the people and social system (the libraries)
operating the repository, it is essential for the libraries participating in HathiTrust to maintain the trust of
the community in this social system, as well as and including the technical systems it has in place.

5.2.3 Reference

With regard to reference, the Task Force states: “For an object to maintain its integrity, its wholeness and
singularity, one must be able to locate it definitively and reliably over time among other objects” (1996,
15). HathiTrust addresses issues of reference in several ways. The first is the way items in the repository
are identified. When an object enters the repository it is assigned an identifier that is composed of the
identifier for the object prior to when it entered the repository, if available, and a namespace. HathiTrust
prefers to use identifiers for objects that are in use by the depositor (in the case of digitized books this is
often the barcode of the physical volume) if they have good identifier qualities, including guaranteed
uniqueness (HathiTrust n.d.e). This is to avoid maintenance that would be involved in mapping and
updating HathiTrust-generated identifiers, and to facilitate references by institutions to representations of
their materials in HathiTrust. Namespaces are selected by the depositor and are used to identify the
depositing source, as well as distinct identifier schemes of submitted objects. If items from a depositor
have more than one identifier scheme, more than one namespace is used (HathiTrust n.d.e). As an
example, the University of California uses the namespaces “ucl” and “uc2” to distinguish volumes
digitized by Google and by the Internet Archive, each of which have distinct identifiers schemes. An
example of an identifier in each group is given below:

ucl.b3543486 (Google-digitized)
uc2.ark:/13960/t26973133 (Internet Archive-digitized)’

HathiTrust thus takes great care to ensure the unique identification of items in the repository and enable
references to original items where possible.

HathiTrust further enables reference through the structure of the repository. The objects in
HathiTrust are stored in directories in one large file system. The repository uses a Pairtree structure,
which maps identifier strings to directory paths for digital objects pair-wise, with the name of the final
directory being the object identifier (Kunze et al. 2008). For example, the path on the repository file
system to the directory of the item “uc1.b3543486” is ../ucl/pairtree root/b3/54/34/86. The files of the
object itself are located in this directory and named b3454386.zip and b3454386.mets.xml. The zip file
contains the content files of an object—the images and OCR for digitized books—as well as additional

" These are the same examples used in York 2010.
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content metadata. The XML file contains a variety of technical, administrative, and structural metadata
encoded in the Metadata Transmission and Encoding Standard (METS) (Library of Congress n.d.a), that
serve purposes both of preservation and access.® There are several benefits to using the Pairtree structure,
including that it a) ensures that objects are uniformly accessible to repository systems and access services;
b) makes it easy for content to be imported, understood, and used in new storage system without the
system knowing anything about the nature or contents of the stored objects; and c¢) allows object
operations such as backup and restore, to be performed using native operating system tools, facilitating
disaster recovery (Kunze et al. 2008). These benefits have clear advantages for reference, as objects can
be located and operated on through automatic processes. They also inherently facilitate operation at scale,
preservation and access, and openness—openness to the degree that HathiTrust objects are not tied to the
specific infrastructure they are stored on and could either be operated on by tools independent of the
software used in current storage, or moved to totally different storage and operated on immediately.

There are three further ways that HathiTrust facilitates reference. The first is by embedding the
identifier of objects in the metadata of images that make up digital volumes themselves.” The second is
through the creation of unique and permanent identifiers for objects using the Handle System
(Corporation for National Research Initiatives, n.d.). Permanent identifiers comprise a Handle namespace
and the HathiTrust identifier, which are combined together to form a permanent URL where the object
can be located on the Web. HathiTrust also provides the date of the most recent version of the volume in
HathiTrust, facilitating citation (versioning is discussed in the section on Provenance below).

As in other areas, the mechanisms that HathiTrust uses to facilitate reference depend on broader social
factors—for instance, the selection and use of identifiers by depositing institutions; the reliability of the
Handle service. By taking a stance that is sensitive to these factors (e.g., favoring the use of existing
identifiers, using a uniform scheme of structure and reference in the repository), HathiTrust positions itself
to be responsive to them and as needs for and applications of reference capabilities change over time.

5.2.4 Provenance

The Task Force report highlights two ways that establishing the provenance of objects serves to preserve
their integrity:

First, a tracing of chain of custody from the point of creation helps to create the
presumption that an object is authentic, that it is what it purports to be and that its
content, however defined, has not been manipulated, altered or falsified (Duranti 1995: 7-
8). The second effect of establishing provenance through a chain of custody is to
document, at least in part, the particular uses of the object by the custodians. (1996, 17)

HathiTrust traces the provenance of digital objects by recording the original source of the material
represented in HathiTrust, the agent of digitization, and a variety of administrative (including provenance
and preservation) metadata about objects, where this metadata is available.'” HathiTrust uses the

¥ Details about HathiTrust content packages, and the metadata contained in the XML file are available at (HathiTrust
n.d.f). See also York 2010.

? In the DocumentName element of TIFF files and the dc:source element of JP2 files.

1% At a minimum, HathiTrust requires information about the digital capture of items. An explanation is needed if this
information is not available. HathiTrust accepts other information relevant to provenance and preservation of
materials prior to their entry into HathiTrust, but does not require it.
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Preservation Metadata: Implementation Strategies (PREMIS) standard (Library of Congress, n.d.b) to
record preservation metadata, including the time and date of digital capture, transformations that may
have been performed, fixity checks, validation, quality review, and other events that may occur either
prior to HathiTrust taking responsibility of a digital object or subsequently.

HathiTrust does not keep multiple versions of objects in the repository.'’ If a new version of an
object is available for ingest, as is often the case in particular with Google-digitized volumes,'* the new
version overwrites the existing version. A new series of preservation events (e.g., fixity check, digest
calculation, validation, and ingest) is written into the PREMIS metadata for the re-ingested object, and all
previous events are retained, providing a means to determine whether and how many times an object has
been ingested. HathiTrust uses this practice primarily because of the immense scale of the repository and
the frequency with which volumes from Google are reprocessed and made newly available. The cost of
preserving multiple versions of Google-digitized volumes would drastically increase the cost of
preservation to partners, and the value of retaining these versions is not clear. For instance, it is important
for users to be able to reliably cite the version of an item that they used (a version date is provided for this
purpose as mentioned above). It is also important for HathiTrust to record changes that are made to
volumes where possible."> Whether or not it is important to record Google’s or another entity’s attempts
to create a reliable representation of a known object is a separate question. The Task Force report
acknowledges the relationship between documenting provenance and the concepts of fixity and
authenticity, and factors affecting and complicating notions of authenticity have been discussed in the
section on Fixity above. It is worth exploring these factors a little more deeply, however, particularly in
relation to the concept of reliability, as it relates to issues of versioning and is raised in the article by
Duranti that the Task Force cites.

A primary point that Duranti makes in the article is that the “concepts of authenticity and reliability
must be kept intellectually separate”'* A danger in conflating the two, or of focusing primarily on the
integrity and authenticity of records, is that records may be completely authentic, but this does not mean
that they are reliable (1995, 7). Duranti states that, “A record is considered reliable when it can be treated
as a fact in and of itself, that is, as the entity of which it is evidence” (1995, 6). According to Duranti, the
elements that provide a record with reliability are its form and its and procedure of creation (“the body of
rules according to which acts or portions of them are recorded”)” (1995, 6). Duranti notes, “A record is
regarded as reliable when its form is complete, that is, when it possesses all the elements that are required
by the socio-juridical system in which the record is created for it to be able to generate consequences
recognized by the system itself.” Some elements that commonly contribute to form are signature and date

" Versions here refer to multiple different copies of a distinctly identified object (for instance, one version of an
object that is missing a page and a corrected version that is not). HathiTrust does preserve multiple editions of the
same work, as well as multiple copies of the same work that are in the repository under different identifiers (i.e.,
duplicate volumes).

2 Google is constantly improving the algorithms it uses to process the raw images it captures of library volumes.
When new versions of volumes from any institution are available, if they pass a certain quality threshold, they are
re-ingested into HathiTrust.

" The partners have observed a trend in higher quality scans returned from Google over time, but an automated
mechanism to determine whether or how much the quality of a given volume has changed following reprocessing by
Google (and correspondingly, what specifically has changed) does not exist. This can only be determined through
manual inspection, though many minute changes would likely not be detectable.

' (Duranti 1995, 8). Duranti’s concern is primarily with electronic records, but many of the same concerns apply to
digitized volumes.

103



Preservation infrastructures: Current models and potential alternatives

of creation. Procedures of creation might include appropriate responsibility for signing, recording of facts
by multiple persons, or distribution to multiple addresses (1995, 6). Duranti states that the same elements,
completeness of form and procedure of creation, determine the reliability of copies that are made of
originals, and acknowledges that there are different degrees of reliability, ranging from a simple copy
made “without the dating and attestation of the copying person,” to copies that might be more reliable
than the originals themselves (1995, 7).

The digitized volumes found in HathiTrust are intended to be copies of the original physical
volumes."® However, while HathiTrust records the date images of original volumes were created, in most
cases (except when files are received directly from the publisher) there is no official entity that verifies
the reliability of the copies with respect to the way they represent the originals. In the socio-juridical
context of library digitization, the reliability of digital copies, their ability to stand for the items they
represent and to generate consequences (i.e., be cited and used as surrogates for the physical volumes),
has generally been established by libraries through quality assurance. Whether libraries conduct the
digitization of items themselves or contract with a vendor, there is an underlying assumption, because of
the trust society places in libraries and libraries’ living up to this trust over time, that appropriate steps
have been taken to ensure that digitized copies accurately represent the original items, or that steps can be
taken to address problems that are encountered.

In this context, where libraries have primary responsibility to their communities for ensuring the
reliability of digitized items they make available, the question of retaining versions of items, and broad
questions of reliability in general, become questions that depend on the needs and resources of the social
system. The question in this case becomes not whether to retain multiple versions of items, but how to
best meet community needs for preservation, including reliability and authenticity, in ways that are
sustainable and responsibly manage community resources. Recording the provenance of digitized items is
crucially important, but does not in and of itself speak to issues of reliability, and can be completely
separate if a digitized item has quality problems and is not able to stand as a faithful copy of the original it
is intended to represent. Issues of reliability, particularly in relation to information quality and in light of
community needs, are a current area of study for the partnership.'®

5.2.5 Context

Content in the Task Force report refers to “the ways in which [digital information objects] interact with
elements in the wider digital environment” (1996, 18). The report points to three dimensions of context
that have to do with technical aspects (hardware and software dependencies), linkages among digital
objects (to the degree to which the integrity of an object lies in the network of linkages), and
communication medium (the extent to which the way materials are distributed—for instance, bandwidth or
security constraints or attributes—account for characteristics of the digital objects) (1996, 18-19)."” The

' HathiTrust’s Digital Preservation Policy notes that “HathiTrust is committed to preserving the intellectual content
and in many cases the exact appearance of materials that have been digitized for deposit.” This includes “Digital
representations (images) of content as the content appeared in its original form, with the same layout and colour
(e.g., for illustrations and artwork), and in the same order.” (HathiTrust n.d.g).

' See, for example, the work of Paul Conway (Conway 2011). HathiTrust’s policy on quality is available at
http://www.hathitrust.org/quality.

7 With regard to communication medium, the report gives the example of increasing bandwidth resulting in the
production and distribution of high-bandwidth products such as “full-motion video.”
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report points also to a broader social environment and the contextual role that policies and implementation
details regarding bandwidth, security, and other network qualities can have on information integrity.

HathiTrust’s use of open formats and practice of transforming master images for access in different
contexts address many of these contextual concerns about information integrity (the integrity of objects in
HathiTrust does not depend on hardware or software, and due to the flexibility of formats, access
considerations are separate to some degree from preservation concerns). HathiTrust objects exist entirely
within the repository, so the issue of linkages as it is relayed does not apply. There are some significant
elements of context in HathiTrust, however, that are relevant beyond the explicitly digital environment in
which they exist. The first of these is the relation of objects in HathiTrust to their print counterparts, and
the second has to do with discovery and use.

Relation to Print. HathiTrust’s fourth stated goal is “To stimulate redoubled efforts to coordinate
shared storage strategies among libraries, thus reducing long-term capital and operating costs of libraries
associated with the storage and care of print collections.” Understanding the relation of the digital objects
in HathiTrust to the print items owned by libraries (whether the item in HathiTrust was digitized by their
library or not) has had profound implications for the development of HathiTrust. HathiTrust began with a
pricing model based on a per-gigabyte fee, covering the infrastructure costs of the content institutions
deposited. As HathiTrust has grown (from 2.5 million volumes when it was launched to nearly 10.5
million today), the overlap with North American academic and research libraries has become so
significant—likely more than 50% on average with Association of Research Library libraries'*—that it
has shifted from being a strategy for institutions to preserve their digital volumes, to being a strategy to
preserve their print volumes as well (with digital “backups™).

In recognition of this fact, HathiTrust developed a pricing model, which will be in effect in 2013,
that is based on the overlap of partnering institutions’ print holdings with the digital holdings in
HathiTrust. The pricing model is supported by a holdings database (represented in the Data Management
component in Figure 1) that maps institutional print holdings to holdings in HathiTrust. This holdings
database represents a new contextualization of the digital objects, and the physical objects as well, in a
broader information environment. In addition to helping libraries to understand the relationships between
their collections of print and digital objects, the holdings database will support the expansion of lawful
uses of in-copyright materials in HathiTrust that are owned in print by the partnering libraries."”
Contextualizing the holdings of HathiTrust revolutionizes the way libraries conceive of their collections
and provides a basis for a “deep infrastructure” on which libraries can collaboratively move their content
and services into the future.

Discovery and Use. HathiTrust offers centralized access services, including bibliographic and full-
text search, as well as reading, downloading, and collection-building capabilities. In addition to these
services, and in support of the last of its stated goals related to a centralized yet open technical
framework, HathiTrust offers several APIs and data feeds that allow partner and non-partner institutions
to contextualize their own collections in relation to HathiTrust. For instance, partners can use information
from HathiTrust APIs to add links or entire records for HathiTrust items to local discovery mechanisms.

'8 This figure is extrapolated based on analysis of trends observed in (Malpas 2011) and HathiTrust repository
growth since that time.

1 A description of the specific uses and circumstances of access to in-copyright works that HathiTrust has targeted
is given at http://www.hathitrust.org/authors_guild lawsuit_information#Details.

%% Information on how this can be done is available at (HathiTrust, n.d.h).
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The collection-building capability allows users to create and reference canonical bibliographies of
materials such as the English Short Title Catalog, and other sets of materials.”'

In each of these ways, by contextualizing HathiTrust materials in their broader environment, and
allowing others to contextualize local collections, HathiTrust creates pathways for meaningful
connections between collections and items to be made. This simultaneously improves discovery and use
of materials, and uncovers new opportunities for libraries and cultural heritage institutions to engage in
collective action to address shared challenges.

6. Conclusion

This paper has highlighted the ways that HathiTrust’s understanding of preservation as a social and
collaborative activity has influenced specific approaches it has taken to preserving digital information—
both in its technical infrastructure, and in relation to issues of content formats, fixity, reference,
provenance, and context. By focusing on community needs and social factors in concert with technical
considerations, HathiTrust has been able to gain a broad base of support for its activities, and take
decisions that strengthen its ability to meet community needs over the long-term. In the end, it is we,
collaboratively, who have responsibility for moving our collections into the future, and strategies that
bring our efforts closer in concert with one another are the most likely to succeed.
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Abstract

The research is positioned in the context of the responsibility of archives to preserve important records in
an increasingly changing technological environment, and focused on the impact of cloud solutions on
archival theory and practice. Authors address several questions which they consider crucial for archival
science and community. Results of the survey on the usage of private cloud are given. In view of that, the
authors examine if the concept ““Archiving-as-a-Service” will require redefinition of archival practice in
the new technological and organizational context. Finally, they suggest the need for transition from
postcustodial to “postcustodial 2.0 paradigm.
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1. Introduction

Paradigm is the leading form of a specific science and its institutional position and practice in a certain
period, where explicit ideas became dominant theoretical framework. Other theories come to be included
in the newly-born paradigm. Then the paradigm-creation period is followed by formation of “normal
science” and its practice which influences various institutional practices. However, and this is not in line
with Kuhn’s model of development of natural and technical sciences, paradigms in humanities and social

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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sciences can be seen as marketplaces of ideas or islands of coexistence of similar ideas.' Drastic cuts of
paradigms are less often noticed in models of development of humanities and social sciences, theories
pertaining to these domains can be cumulative and knowledge can be built on previously known
knowledge—if the differences are not radical. Differences between paradigms in archival science are
more distinct than in social sciences in general, but they do not have all characteristics of scientific
revolution model. Paradigms in archival science that can be noticed, at least in its scientific period, can be
described as codification of archival science (Dutch archivists and Jenkinson), modern archival science
(Schellenberg and followers) and postmodernism or, as John Ridener” stated, the “questioning” paradigm.
Principle and observation of changing paradigms can be applied also to archival institutions and their
activities and interactions with the creators, and good example of that is the difference between custodial
and post-custodial archives. Notion of post-custody, from Gerald Ham onwards, from distributed custody
methods to broader connotation of the term that includes new functions of archival institutions and
services are related to the latest archival paradigm.

Criteria for identification of a possible new archival paradigm is the difference between the basic
theoretical framework (with which we can tie the largest number of archival theories in certain period,
theories that significantly affect the practice and methodology, like, for example, emergence of other forms of
archival description) and its practical results. Development of archival science is not fully in accordance with
the scientific revolution model, as it could be expected, since archival science pertains to social sciences.
Thus, the phenomenon of accumulation of knowledge, together with its reinterpretation and reuse can be
detected. However, professionally recognized body of theories grouped under the same paradigmatic
umbrella is different comparing to the previously known theories. There are paradigmatic differences in basic
definitions, like definitions of archives, the role and importance of professionals in the archives, and their
basic methodological principles. Postmodern archival theorists raised Derridian question of what is external
to archive but organizes its practice. Today’s question is similar—we may ask ourselves what is external to
archive but aims to influence its practice. This is the reason to start reflecting on today’s and future services
that can support archival functions. That is why the notion of archiving and cloud computing should be seen
in the light of the latest paradigm, even as its contemporary enhancement like “post-custody 2.0” or similar.

Records continuum model places the object of archival preservation in a specific temporal and
spatial relationships of the primary and any other institutional, business, or social context in order to
describe broader preservation responsibilities. Can cloud services and archiving organized as cloud
services be considered as means of fulfilling those responsibilities? Can they be “mapped” to dimensions
and axis of the records continuum model? Cloud services can support organization needs of creators and
institutions with limited and uncertain IT resources and thus they can facilitate better availability of
records and archives to the future users, assuming good management of the service. Cloud service can
also support recordkeeping function of different but linked creators, group their archives, document their
wider purpose, and facilitate creation of collective memory. Today’s archival experts are active members
of the information community so they should actively think about new storage and (potential) archiving
possibilities and plan their responses to the challenges. And challenges are approaching quickly due to the
quick technological development. We are witnessing constant technological change and since now, with

" Thomas S. Kuhn, The Structure of Scientific Revolutions, 3rd ed. (Chicago: University of Chicago Press, 1996).
? John Ridener, From Polders to Postmodernism: A Concise History of Archival Theory (Duluth, MN.: Litwin
Books, 2009).
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the proliferation of cloud services, the postcustodial practice did not have a great challenge. However, it
seems that the archival science will have to approach the archiving in the cloud issue.

2. Digital Preservation Environment

“With the current global economy facing financial pressure, organizations are compelled to reduce
operational costs and streamline their efficiency. Responding to this imperative, it is estimated that more
than 20 percent of organizations have already begun to selectively store their customer-sensitive data in a
hybrid architecture that is a combined deployment of their on-premises solution with a private and/or
public cloud provider in 2011. (...) At year-end 2016, more than 50 percent of Global 1,000 companies
will have stored customer-sensitive data in the public cloud.”® This Gartner’s prediction is showing a
trend of business change towards the cloud-based storage. Since there are several approaches to provision
of cloud services and organization of cloud storage it is necessary to distinguish between them in order to
better understand their functionalities. This will help better understanding of necessity and possibilities of
archival intervention.

The cloud computing paradigm (which can be regarded as part of the questioning paradigm or as
“post-custody 2.0 in the context of archives and archival science) includes a spectrum of many models,
developers and reference designs as well as several essential characteristics, as mandated by the National
Institute for Standards and Technology, which include: on-demand self-service, broad network access,
resource pooling, rapid elasticity and measured service.*

In the standard classification of cloud infrastructures one differentiates between several deployment
models with subsequent service models as follows:

e Software as a Service (SaaS): ability to deliver applications from cloud-based physical
infrastructure, accessible via various client software tools or devices. The user has no awareness
or control of the underlying physical components or software configuration capabilities outside
the delivered application.

e Platform as a Service (PaaS): ability to deliver complete environments (operating systems and
required tools) for testing or development of external applications. The user, however, has no
control over the configuration settings of the application-hosting environment.

e Infrastructure as a Service (laaS): ability to deliver complete virtual datacenters to the user who
is then able to configure and deploy virtual machines and other relevant/corresponding virtual
components according to their personalized requirements.

According to the deployment models cloud implementations include:

e Private cloud: where it is implied that the cloud infrastructure is built and provisioned for private
use by a single organization. Private clouds in practice tend to be service-oriented with specific
roles and requirements.

3 “Gartner Reveals Top Predictions for IT Organizations and Users for 2012 and Beyond,” Gartner, December 1,
2011, http://www.gartner.com/it/page.jsp?id=1862714.

* The NIST Cloud Computing Project. Accessed August 8, 2012,
http://csrc.nist.gov/nice/states/maryland/posters/cloud-computing.pdf.
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e Community cloud: where the physical infrastructure is implemented, administered, and operated
by several organizations in a certain community of consumers from organizations that have
shared goals and requirements.

e Public cloud: the cloud infrastructure is intended for “rent” by the public users, as delegated by
the provider usually for profit or other means of compensation for the provider.

o Hybrid cloud: the combination of two or more physical cloud infrastructures from different
branches of the above listed deployment models that are physically separate but are connected via
the means of mutual data and application portability or management hierarchies.

Most initial, real world private cloud implementations tend to focus on either SaaS or [aaS methodology
and features, or the combination of those two, since the role of PaaS is limited to a very specific set of
users, mainly in software development where they deliver computing platform or a solution stack as a
service, often consuming cloud infrastructure and sustaining cloud applications.

To adequately address increasing examples where combinations of these concepts are merged on
both the physical and logical level in order to create a specific service (such as the proposed Archiving as
a Service model) it is possible to resort to a form of reclassification of the standard paradigms and
definitions in the cloud computing service environment, where these combinations are described and are
given adequate alternate labels depending on the specific service they are ultimately intended to offer.

On the other hand, since most contemporary installations and implementations of both private and
public cloud infrastructures resort to various underlying hardware technologies, software solutions as well
as logical models, in order to create the all-encompassing concept of XaaS or “Everything as a service,”
within which all other services and usage models can be compartmentalized, one can view the attempt to
adequately describe archival service and digital preservation as a method of selecting required
components and features within this base umbrella model.

It is possible to explain and define the concept of cloud computing as an additional security layer
superimposed on virtualization technologies, allowing users a degree of self service and disassociating the
underlying physical components from the end-user experience. So in the context of “digital preservation
as a (cloud) service,” the cloud infrastructure would provide all the components which can be utilized
towards the goal of enabling successful and efficient preservation of digital data.

Virtualization allows high availability schemes as well as safety mechanisms from data corruption
due to hardware malfunction to be implemented. “The key here is replication of the storage system so
that, in an emergency situation, the remote location can independently take over all the operating
components of the primary.””

It is certainly impossible to separate digital preservation solutions and particular technology
completely, but the key for successful preservation is in using and switching to available technologies.
The principle was put out in OAIS RM® concept and standard—to observe technological environment and

> Ivor Milogevié¢ and Hrvoje Stanci¢, “Usage of Virtualization Technologies in Long-Term Preservation of Integrity
and Accessibility of Digital Data,” in INFuture2011: Information Sciences and e-Society, ed. Clive Billenness, Annette
Hemera, Vladimir Mateljan, Mihaela Banek Zorica, Hrvoje Stanci¢, Sanja Seljan (Zagreb: Department of Information
Sciences, Faculty of Humanities and Social Sciences, 2011), 397-406. http://infoz.ffzg.hr/INFuture/papers/7-
02%20Milosevic,%20Stancic,%20Usage%200f%20Virtualization%20Technologies%20in%20LTP.pdf.

¢ Reference Model for an Open Archival Information System (OAIS). Blue Book (CCSDS 650.0-B-1) (Washington,
DC: Consultative Committee for Space Data Systems, NASA, January 2002).
http://public.ccsds.org/publications/archive/650x0b1.pdf.
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act proactively, to enable replacement of components and concepts (that is why OAIS is a reference
model, implementation is always based on selected technologies). Technological environments and
solutions on the market should be seen as currently available tools and the archival experts’ assignment
would be to estimate what are the best tools at the moment that can be used in and for creators’
recordkeeping programs. In this way, archival experts should assess the value and risks of archiving in the
cloud environment and act according to their professional evaluation.

3. Transition to Cloud Services

In order to better understand the tendency of transition to cloud services one should consider their
possible advantages over the earlier, i.e., still the most dominant, information infrastructure organization
like server consolidation. Putting aside the advantages of availability of data from any place with an
internet connection or availability through mobile or tablet clients, cloud services could offer
(semi)automatization of digital preservation functionalities. For example, cloud services based on storage
of creators’ content could offer, for a start, some analytical functionality that can run through the content
and provide information on formats and versions of the stored data in order to provide possible adequate
reaction in time. If potentially obsolete file formats are found service provider could alert its clients that
their content could become unusable. This analytical tool could enable the provider to offer additional
service. This second step could be, for example, automated conversion of client’s content into higher or
more stable formats, migration to advanced media (when necessary), emulation (if necessary) and re-
authentication or validation of authenticity of the content.” That means that the cloud solution could
(semi)auto regulate itself against obsolescence of its contents. These mechanisms could be tested and
implemented and become parts of cloud services’ best practices. Of course, the same approach could be
implemented on the local storage, but having a service, in some cases outsourced, with fully implemented
preservation mechanisms could be the reason to choose one cloud service provider over another.

It would be misleading to expect that creators insist on using just standardized formats for their
content. On the contrary, they are usually creating, receiving and working with various and non-
standardized (or not preservation-appropriate) types of content. Creators do not always possess specific
knowledge of maintaining the content, and that is one of the reasons for paying external service. Entity of
origin is not always able to ensure quality and sustainability of the content. Additionally, archival
institutions that are monitoring some of creators, namely creators from the state, regional and public
spheres, have little or no control over dislocated contents stored in the cloud services. If the creators
delegate custody of their content to the providers and archival institutions have limited or indirect
influence on preservation processes that take place in the cloud, it would be a step back from the already
achieved level of custody. Archival community should recognize that expanding horizons of service
providers is very important for preservation processes today. Archival community is required to be a key
factor in preservation, to transfer methodology and to ensure maintenance of the preserved content. The

" Hrvoje Stan¢i¢, Kresimir Pavlina, Arian Rajh, and Vito Strasberger, “Creation of OAIS-Compliant Archival Packages
for Long-Term Preservation of Regulatory Metadata, Records and Dossiers,” in eTELEMED — The Fourth International
Conference on eHealth, Telemedicine, and Social Medicine, ed. Lisette van Gemert-Pijne, Hans C. Ossebaard, Asa
Smedberg, Sincalir Wynchank, and Piero Giacomelli (IARIA, 2012), 105-110; Hrvoje Stanci¢, Arian Rajh, and KreSimir
Pavlina, “Long-term Preservation Solution for Complex Digital Objects Preserved as Archival Information Packages in
the Domain of Pharmaceutical Records,” in eTELEMED - The Third International Conference on eHealth, Telemedicing,
and Social Medicine, ed. Lisette van Gemert-Pijnen, Hans C. Ossebaard, and Péivi Himaldinen (IARIA, 2011), 13-21.
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key actor in this case is not entity of origin itself, but the provider of preservation service. It would be
easier to deploy adequate preservation services by influencing providers of services through their best
practices and guidance documents then by influencing content creators themselves.

4. Research

Archival institutions shifted from custodial acquisition model, due to hyper production of (electronic)
records, requirements which were necessary to meet to ensure the readability of files, and capacities of
archival institutions’ repositories, to post-custodial activities like supervision and consultation of
categorized records creators and to commercial services like providing archival arrangement to creators.
Categorized creators of public records, with the guidance of archival institutions, started to function as
archives for their specialized archival holdings and data assets, but hyper production and infrastructure
problem inevitably reached them too. Although storage becomes affordable, recordkeeping services and
procedures within repositories become more specialized and more complicated for records creators. Bluin
Jr. and Rosenberg described processes of enriching connotation of records from purely transactional
(evidence of transactions and vested rights) to social and political, when they become accumulated in
repositories of archival institutions.® This is basically the goal of archiving. Preservation of records
implies preservation of records and their organizational, business and wider social context. With
prerogative of long-term preservation (LTP) of records, as long as they have to exist for legal and
business reasons, according to records continuum model, and with difficulties in protecting and
preserving authenticity of complex electronic objects, creators are more and more interested in outsourced
archival services which can support protection and long-term preservation of their electronic archival
holdings. Therefore, postcustody or delegation of custodial function has reached the next step.

Basic requirement that provider of archiving service in cloud environment have to meet is to ensure the
confidence of internal and external users in entity of origin and its archival holding. That means that provided
service is safe and stable. Provider of services should follow all professional and technical regulations and
plans or at least enable long-term preservation practice over entrusted digital objects. Objects intended for
long-term preservation should remain accessible by usage of methods such as migration, typed object
conversion or other digital preservation methods systematized by Thibodeau,’ ideally performed within
provided service. Provider of archiving service should be aware that the service is not reduced to providing
mere repository for storing digital documents. Service should encompass proactive archival management of
(complex) digital objects, their organizational context and provenance. It should guarantee continued usage of
archived objects as authentic and trusted sources of evidence for creator and information for present and
potential wider user community. Link between this basic requirement (of safe and stable environment that
provides confidence in creator and its archival holding) and additional requirements is scalability and long-
term preservation proactiveness of service. Most creators have legal or business need for preserving authentic
digital objects as resources or results of their business processes, but no professional or technical knowledge
how to perform these tasks in the long-term perspective. Although creators are rarely interested in renting just

¥ Francis X. Blouin Jr. and William G. Rosenberg, Processing the Past: Contesting Authority in History and the
Archives (Oxford, New York: Oxford University Press, 2011).

? Kenneth Thibodeau, “Overview of Technological Approaches to Digital Preservation and Challenges in Coming
Years,” in The State of Digital Preservation: An International Perspective (Washington, D.C.: Council on Library and
Information Resources, July 2002), 4-31. Accessed June 4 2012, http://www.clir.org/pubs/reports/pub107/pub107.pdf.
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storage space, some creators have very strict requests related to care for authenticity and probative value of
their information holdings and they require additional LTP mechanisms and services.

Providers of such services should offer response to creators’ current needs, offer more than just
dislocated storage, and become successful players in this new market. In order to provide adequate
services they should satisfy requirements like high availability of cloud services, security mechanisms,
protection of holdings and data assets like backup and recovery procedures, protection of records and
data, contextual links with creators, protection of records and data authenticity, long-term preservation
mechanisms, readability protection mechanisms, availability and restrictions mechanisms, distribution
mechanisms, financing and insurance models that support long-term preservation etc.

5. Survey Results

The need for enumerated requirements has motivated us to conduct a survey in order to examine what is
included in already available cloud services for (archival?) storage on the market today. The results that
follow are showing the present state of affairs in private cloud infrastructure among the seven survey
respondents: from a global corporation with offices in 58 countries (1), USA (1), Great Britain (1),
Slovenia (1), Croatia (2 + 1 local branch of an international corporation).

As is to be expected, most answers fall into the “very familiar” category (see Figure 1) since all of
the surveyed companies have “in production” implementations of private clouds as well as technical staff
with the expertise needed to maintain and operate such systems.

The purpose of the private cloud is implicitly versatile, although it is apparent that the focus is
either on supporting internal company operations or hosting external services rather than both (see Figure
2). The main reason for that lies in the fact that an implementation that would satisfy both types of users
would create various access, security and maintenance issues.

It is obvious that hosting internal services, server consolidation and similar operational purposes are
the mainstay of a private cloud infrastructure, however its extreme flexibility allows for adaptation to
practically any purpose even when dealing with sensitive data. Data stored on the cloud include

m Very, from practical deployment and
/or operating experience

O Moderately, in theoretical concepts or
implementation models

@ Somewhat, from general knowledge
and news articles

H Not at all

@ No answer

Figure 1. How familiar are you with the concept and/or
technology implementation of private clouds?
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0%

| Various internal Infrastructure/Platform/Software as a service
deployments

O Hosting of external, commercial and/or user/customer oriented
services

B We do not have existing private cloud infrastructure, but we are
investigating deployment models and cost benefits

@ We do not have existing private cloud infrastructure, and currently we
are not considering private cloud technologies

W No answer

Figure 2. What is the primary purpose of your
existing private cloud infrastructure?

information, for example, about employees with their personal data taken for HR purposes (see Figure 3).
This shows confidence in security and authenticity mechanisms of the cloud infrastructure which is on par
with more traditional IT infrastructure implementations.

In the “Other” category respondents indicated the usage of digital certificates and built-in access
controls in a content management system. The comment: “We are not posting confidential information,
such as contact information (...), online even with access restrictions” shows that the users are still careful
in trusting cloud solutions. Nevertheless, it is obvious that customers and service providers are investing a
lot of effort in data security in private cloud implementations since many of the proposed methods for
data protection and access control are implemented in a majority of surveyed companies (see Figure 4).

Enterprise level cloud-based solutions for state or image backup are becoming increasingly reliable
and have reached a maturity state where they are gaining ground to the more traditional OS-based backup
solutions (see Figure 5). With their inclusion into standard enterprise license offerings these solutions
provide rapid disaster recovery as well as file level and incremental backups, therefore becoming an all-
encompassing recovery tool especially useful in private cloud implementations.

Some of the more advanced features of virtualization clusters and cloud infrastructures (such as
HA, or DRS systems'’) are obviously one of the main attractors to implementing services in the cloud

" HA - High Availability - provides cost effective, automated restart within minutes for all applications in the event
of hardware or operating system failures (http://www.vmware.com/solutions/datacenter/business-continuity/high-
availability.html); DRS - Distributed Resource Scheduling - continuously monitors utilization across a resource pool
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o 1 2 3 4 5 6 7

1 l 1
Various internal company | l | | | l | |

documents W

Employee information

Confidential customer data

Confidential/secret
product/operating information

Copyrighted texts or other media

Archival records

Other

Figure 3. Does your private cloud implementation deal with
sensitive data or copyrighted materials?

OS/application level protection within virtual
machines (firewalls/packet filters, antivirus... W

Virtual infrastructure level protection (hypervisor
level firewalls, network layer filtering policies)

Any type of data consistency checking and or
intrusion detection systems

Data backup solutions

Virtual private networks restricted access

Other

Figure 4. What methods for data protection and access control are you currently utilizing?

since many of them are readily available for installation with the selected virtualization software. It is not
unusual that most of the interviewed companies have chosen to implement them in their private clouds.
Some of the more costly ones requiring offsite or redundant datacenters are logically the “luxury” of
financially more capable institutions while on the other end of the same scale, in the “Other” category,
one respondent indicated usage of “backup stored on-site on labeled DVDs, with a README file on

and intelligently allocates available resources among virtual machines according to business needs (VMware
vSphere, URL: http://www.vmware.com/products/drs/overview.html). Accessed August 8, 2012.
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0%

m OS/application level backup enterprise solution not exclusively targeted at
virtual infrastructures

O Some type of virtualization snapshot/state/image level backup of virtual
machines

B Various non-commercial or open source solutions customized for specific
applications, operating systems or dependant on type of data

O No standardized/mandatory backup solution for data within private cloud
implementation

W No answer

Figure 5. What type of backup technologies are
you using within your private cloud?

installing the backup on a server.” The results show diversity of used approaches but still the trend
towards the more advanced solutions can be clearly seen (see Figure 6).

The big issues with cloud implementations are security and usage policies. Although most replies
state that there is some form of official policy in place, less than half represent a fully structured
document with all the necessary specifications outlined in the appropriate manner (see Figure 7).

Recordkeeping implies written policies with implementation monitoring. ISO15489 recordkeeping
standard puts more emphasis on policy making and documenting than on building technical part of the
system itself. It also states that recordkeeping policies should be endorsed on managerial level and
promulgated throughout the organization. That means that users, the key ones as well as the regular ones,
should become familiar with recordkeeping policies and the answers from the survey show that the
majority of employees are not familiar with them.

A great benefit of owning a private cloud is the implicit versatility. Respondents, for example,
indicated their intention to implement an intranet in the cloud as well as a digital library (see Figure 8).
Overall, the survey answers here show that although server consolidation is still the primary and most
widespread way of information infrastructure organization, a private cloud is being utilized as well.
However, depending on specific interests, all other areas of information infrastructure are included too.

Concerns regarding private clouds vary greatly according to specific institution needs and
requirements (see Figure 9). Standardized or out-of-the box solutions rarely cover all concerns and com-
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o 1 2 3 4 5 6 7

Redundant failover sites for part or...ﬁ

Replicated storage systems

Remote backup location

High availability clusters

Automated distributed resource...

Automated distributed power...
Other ;

Figure 6. Do you currently have any of the following disaster recovery,
accessibility technologies for your private cloud?

14% 0%

mYes(l) mOVYes(2) mNo(3) mNoanswer

1 - Yes, a detailed document covering everything from physical access
restrictions, backup and preservation policies, to general firewall
configurations, which the employees are required to read, sign and adhere
to defined policies which are subsequently supervised by IT security
personnel

2 - Yes, a set of guidelines which are somewhat enforced by technical staff

3 - No, the security policies are not officially listed and are handled by
individual infrastructure maintainers and system

Figure 7. Do you currently have any type of security policy regulating infrastructure usage,
access, password policies or long-term preservation of data?
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35%

18% s

129
17% ’

m Workgroup and departmental applications that would traditionally run on a
single small or mid-range server

O Intensive core business applications that would traditionally require a
mainframe or a dedicated farm/cluster

B Periodically computationally intensive applications (burst peaks)

O Transient, temporary or infrequently utilized applications

@ Archival storage

H Other

Figure 8. Do you plan to use or presently use your private
cloud infrastructure for the following purposes?

Funding / budget related difficulties
Application compatibility issues
Lack of relevant industry standards
Inadequacy of management tools
Shortage of necessary skills
Confusing marketing and PR

Other

Figure 9. Would you agree with these frequently listed concerns about private cloud?
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panies are often required to draw on internal technical staff in order to customize one or several solutions
to their liking. Therefore private cloud implementers are still weary of the features, workload, skill and
applicability problems with such technologies—analogous to their internal staff, operation procedures,
technology capabilities and reliability. One respondent bluntly commented the concern for shortage of
necessary skills: “There is not available talent to do something in-house which multiple staff can
understand and maintain.” Lack of relevant industry and other standards is still a big issue and this gap
could be filled by issuing best practices that could be followed by more and more providers in order to
enhance cloud services and implementations.

The results show that cloud solutions are dominantly used for shared storage space and storage of
specific type of content (see Figure 10). This means that the cloud is still not used as a full grown
business solution but as expansion and/or upgrade of the needed services for certain types of content.
From this it can be concluded that storage and archiving in cloud environments are upcoming services.
This is issue that should be covered by archival professionals and their contributions could be included in
best practice documents. Their skills in the fields of organization, indexing, classification and registration,
as well as their preservation related knowledge and experiences, should be added and used in the design
phases, i.e., before implementation of cloud environment itself.

Personal storage space ﬁ

Shared storage space

Public/searchable content

Specific type of content (indexable files,
scientific papers or similar)

Other

Figure 10. Does your private cloud host any type of data repository / archival storage service?

Interestingly, as shown in Figure 11, all surveyed institutions have one or more mechanisms for ensuring
data authenticity or integrity implemented, and no institution is using any mechanism other than those
listed in the survey. Under “Versioning” the usage of “audit trail with rollback” was indicated and “lots of
provenance information” under “Metadata” category. This shows that users recognize the importance of
content authentication and addition of metadata in order to provide long-term preservation and
interpretability of content. The goal should be to preserve authentic content which could be used for
evidence and wider-interpretable purposes. Carefully designed metadata is the key for long-term
preservation. It is recommended that metadata are selected according to the relevant metadata standards
and adjusted to the specific content. This is also the issue that should be addressed by the archival experts.
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Both static and dynamic content were represented in the respondents’ answers (see Figure 12).
Static content, like documents usually created by word processors and office applications, is easier to
preserve over the long-term while multimedia and dynamic interactive content require special methods of
accumulation, organization and preservation. "'

None

Encryption

Versioning

Metadata
Checksum (hash)
Checksum and timestamping

Other

Figure 11. What types of mechanisms are used in order to ensure data authenticity/integrity?

Static content, e.g. office files, tables _

Dynamic content, e.g. web content,
databases

Multimedia

Other ﬁ

Figure 12. What type of content do you support with your service?

' For additional information on types of content see Martine Cardin, “Part Two—Records Creation and
Maintenance: Domain 1 Task Force Report,” [electronic version] in International Research on Permanent Authentic
Records in Electronic Systems (InterPARES) 2: Experiential, Interactive and Dynamic Records, ed. Luciana Duranti
and Randy Preston (Padova, Italy: Associazione Nazionale Archivistica Italiana, 2008), 9.
http://www.interpares.org/ip2/display_file.cfm?doc=ip2 book part 2 domainl task force.pdf.
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No
Yes, migration (we do not preserve
old files)

Yes, migration (we are preserving
old files as well)

Yes, emulation

Yes, other

Figure 13. Do you offer one of the long-term preservation
mechanisms as part of the service provided?

Although long-term preservation is indirectly very compatible with private cloud implicit technologies, it
is in the process of being introduced as a cloud-based service. Some of the more explicitly applicable
technologies are already being used for this purpose, while others are still being explored as alternatives
or additional components of the cloud-based long-term preservation mechanisms. The results show that
the importance of preservation planning is recognized among users and providers as well (see Figure 13).

Since cloud technologies imply indefinite scalability, all the surveyed companies recognized this
and did not set or predefine a limit to the storage capacity which is to be allocated to their private cloud
users (see Figure 14). This is how the cloud technologies should be implemented if financial and other
considerations can be met.

As “Other” it was indicated that either the respondents do not charge for the service (3) or that there
is a “fair use” limit for processing and a charge if exceeded (1) (Figure 15).

When asked to leave a comment on the survey one respondent indicated: “The two absolute best
things for library repositories would be: 1) Awareness in the library community of the value of
interoperable metadata, and 2) Easy to implement (i.e., built into content management systems) tools for
using checksums to monitor for bit rot.” This comment from the users’ perspective excellently shows that
the cloud service providers should cooperate more with the designated communities and experts in the
field of archival science in order to be able to offer services tuned up to the specific archival needs and
requirements, i.e., quality, preservation-aware services.

6. Discussion

The concept of archiving in the cloud environment or, as it could be called, “archiving-as-a-service
(AaaS)” expands the definition of postcustodial archival practice in the new technological and
organizational context. This could be seen as transition to the next stage of postcustodial archival practice.
The notion of post-custody presumes that a creator is responsible for its own records and that archival
institution supervises the creator. What could happen with the notions of responsibility and control during
this technological shift? Who should perform supervisory activities, to what level do they extend and who
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Yes, to one user we can allocate the
maximum of...

No, we do not have limit in size that
can be allocated to any particular
user.

Figure 14. Is there any limit in the size (GB, TB ...) of the cloud
storage that can be allocated to any particular user?

should be subjected to supervision? In the case of archiving in the cloud environment, where archiving
practice is taken by service providers, several scenarios could occur:

1. Service providers are responsible for control of archived content without much interference and
additional control taken by creators and archival institutions;

2. Creators invest much effort in additional control of non-standardized services;

3. Services are standardized through best practices and creators recognize the importance of
choosing providers consistent to these practices;

3. Archival community is actively involved in the new concept of archiving and influence
providers’ practices.

The last scenario is probably the best way to ensure long-term protection, preservation and usage of
electronic content created and archived today. This also implies updating of the concept of custody (see
Figure 16). Characteristics of this new “postcustodial 2.0” stage would be comparable to positive shift in
the public institutions’ records management in the first half of 20" century when previously codified
methodology entered into practice and made public records usable outside boundaries of their primary
context.

7. Conclusions and Future Work

Custodial archivists from archival institutions had carried out custodial tasks on behalf of creators.
Postcustodial archive monitored creators during creators’ custodial activities. Today, custody is
outsourced and archival community should direct its postcustodial advisory (if not supervisory) efforts to
the new providers of custody. Therefore, it becomes much harder for the archival institutions to monitor
and influence archival procedures. With the switch to the cloud services the records creating and
preserving practice starts to elude the postcustodial influence of the archival institutions since it became
technologically more difficult to achieve the sufficient level of supervision either over the quality of the
services in the Archiving-as-a-Service (AaaS) approach or over the fully blown cloud service in which the
records are both created and archived. Therefore, the archival community should persuade various
recordkeeping service providers to prevent content obsolescence by adding additional functionalities such
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Custody
records
-
Postcustody
monitoring - Content
Postcustody 2.0
advisory S
actions
is internet
connection
Best
pradices
(influence)

Figure 16. Changes of archival practice.

as content analyses and preparation for migrations and/or emulations. Wider approach could be an active
involvement in production of best practice documents (and standards in time) for cloud implementations.
Archival community should recognize the cloud computing discourse and contribute as well as add
archival notions and terms to crucial zones of the new discourse. A good way to get archival notions
implemented is through cooperation with experts in cloud computing and provision of cloud services, and
through their best practices (in lack of standards for this particular area). The goal of archival community,
and that is safe and secure long-term preservation of authentic, reliable and reusable content, should also
be the target for providers of cloud services who want to rise above the competition and offer a better
level of service. The archival community should therefore act proactively and impose itself as a key factor
in the formation of the new, preservation-aware cloud services.
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Planned future research and actions consist of detection of further trends in providing cloud
services with implemented archival requirements as discussed in this paper. Also, the plan is to raise
awareness both within archival community for the need to require archival level of cloud services as well
as within cloud service providers for the need to implement the appropriate mechanisms. It is planned to
include this problematic in the graduate level curriculum of the Study of archival science at the Faculty of
Humanities and Social Sciences, University of Zagreb.
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Recovering the Forgettery of the World

Elizabeth Griffin and the CODATA DARTG Team
Dominion Astrophysical Observatory, Victoria, Canada

Abstract

This Session of the conference examines an aspect of scientific data from a somewhat unusual
perspective, by focusing on observations that are not, or not obviously, a formal part of the memory of the
World. Almost exclusively those data are historic records; they complement modern ones in a way that
can be crucial for accurate studies of long-term trends. A CODATA Task Group, “Data-At-Risk”™, is
creating an Inventory of such data that catalogues their locations, types and volumes, and risk levels, as a
prerequisite for designing efficient programmes to rescue the scientific information that they contain. The
rationale for the CODATA effort is rooted in the knowledge that heritage data can offer unique evidence
for solving some of the most pressing scientific unknowns that the world is currently facing. This
Introduction examines that rationale, and the presentations that follow illustrate different types of data
that are currently being rescued and brought into the public domain.

Author

Dr. Elizabeth Griffin is a volunteer researcher at the Dominion Astrophysical Observatory in Victoria
(Canada). Since her Ph.D. at Cambridge (UK) in 1966 she has researched astrophysics at Cambridge,
Oxford, Antwerp, Brussels, Toulouse, Boulder, Toronto and (now) Victoria. She Chairs an International
Astronomical Union Task Force for preserving and digitizing astronomy’s heritage data, and also Chairs
the CODATA DARTG mentioned here. One recent focus of her research has been the recovery and re-
use of historic data for trans-disciplinary studies.

1. Preamble

The Memory of the World is a superb resource for scientific research that explores changes in the
biosystems and the physical conditions of our planet. Many natural sciences are needing to call upon that
memory nowadays in order to understand and quantify, in particular, the sorts of long-term changes that
not only biosystems but also our physical world—its oceans, air, glaciers and deserts—are experiencing.
Many of those changes appear to be substantially more radical than anything recorded during the last
century, but the baseline observations which are needed for assessing the reality of trends are
unfortunately not readily available for inclusion in research. Modern analyses require data to be
electronic, so records that are not in that format are effectively inaccessible. That immediately excludes
almost all historic data, because they were recorded on non-digital media such as paper, film,
photographic plate, books or undocumented magnetic tape, and have never been transformed from that
state. As a result, the very observations which are most needed to determine long-term trends cannot
currently be incorporated into relevant research programmes. Modelling has become highly sophisticated,
and increasingly efficient at representing the data that are supplied, but are not able to go beyond those
limits with any confidence: extrapolation is unreliable in a chaotic world, and the only reliable solution is
to capture in electronic form the information that is latent in so many of those pre-digital data. Though
ambitious in many respects, as discussed below, such a programme will extend the publicly-accessible
memory of the world backwards in time to encompass the decades when anthropogenic interference was
far less vigorous than it is today.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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But there are many challenges. Some historic data are deemed unusable, some are physically
degrading, and all risk being destroyed through ignorance, even though the time-spans which they
represent may be crucial for current research. This article introduces the topic and examines the general
situation and outlook, while the following ones explore the matter from a number of different angles.

2. Two Hemispheres of Scientific Data

The power, capacity, speed and capability of modern computers has changed radically how today’s
researchers tackle large quantities of data and address major scientific problems. These developments are
relatively new. A dozen or so years ago it was a tough challenge to import, let alone merge, data from
disparate sources in order to produce a comprehensive model or extract a trend; today, current
technologies are able to recognize patterns, correlations and correspondences between data that may have
quite different fundamental properties.

These advances are timely indeed. The observations which are central to research into the natural
world have become increasingly detailed as technology has evolved. Many modern data sets are large and
complex, and their analyses involve interactive adjustments to complicated models that may require
supercomputing power. The results that emerge can be used to predict how situations will change in the
future. In principle, if the models are sufficiently reliable they can also be driven backwards to reproduce
past conditions over a time-span that is significant compared to the recent changes that are irrefutable in
an alarming number of situations. In practice, however, an extrapolation cannot have the degree of
dependability that is needed, owing to the element of chaos in the natural world; the wide range of
contributing factors and the subtle interplays between them can trigger the unexpected quite legitimately.
A model may therefore only be valid for the time-span of the data from which it was generated.

Investigating the causes of long-term trends in the natural world has become urgent science. If recent
changes are due to anthropogenic interference, the sooner each situation is understood and quantified the
more likely it can be halted and even reversed. Determining the causes therefore needs observations from
the decades when those anthropogenic interferences were much less widespread and vigorous than they are
today. However, that immediately raises a problem, because few digital data-sets date back more than 25
years, and managed archives of most electronic data are even younger. The historical observations that are
so badly needed are not in electronic form, so cannot be ingested into the modelling analyses without some
specific transformation procedure. No matter what type of historic observations are called for, be it
concentrations of stratospheric ozone, recordings of ocean temperatures, amounts and distribution of
rainfall, counts and sizes of sunspots, bird migration patterns, frequencies of extreme weather events,
behaviour of marine organisms, or a veritable host of many similar daily, seasonal or occasional events, if
they were recorded on non-digital medium they will require transforming, and many may also need
specialist knowledge to decode or interpret them correctly. It is a serious concern that the very data which
contain vital clues to a correct understanding of how and why our natural world is changing are
inaccessible to analysts, and will remain so without some major effort. They are poles apart from modern,
all-digital data and managed data-bases. They are almost “lost” to the scientific world.

Fashion also plays a troublesome role. Fashion has dangerously close links with consensus, and
what tends to win research funding is what captures majority interests or promises prestige for the team,
laboratory or country. The resultant polarizations of data have been seriously unhealthy for the sciences
that need to access historic data, and if some of those observations get discarded for whatever reason, the
science loses unrepeatable measurements. Nevertheless, the pendulum of fashion does swing back. The
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medical researcher, whose painstaking survey in the 1960s of patient cholesterol levels was scorned at the
time, had fortunately stashed away the packs of Hollerith punched cards bearing the acquired
measurements, and when they were recently re-discovered they were recognized as a gold mine of long-
term data.

There is clearly significantly more to recovering heritage scientific observations than keeping
artefacts from the past for their antiquarian interest. The physical form and format of the observations is
of little direct relevance, except in understanding their quality and limitations. The medium is not the
message; the scientific value lies primarily in the date-stamp associated with each measurement. Delving
back into the past is a route to instant science, and while historic measurements may lack some of the
detail of modern-day ones their uniqueness in time, and the possibility that they will supply actual records
of the behaviour of a given property throughout an extended time-base, renders them of unrepeatable
value.

While sterling attempts are been being made in some sciences to make data rescue a major feature
of the research effort, in others (and for all its advantageous infrastructure of sorted and catalogued
heritage, astronomy is perhaps one of the worst culprits), the rescue efforts are left to the passionate
amateur who feels deep concern at the possibility of losing historic data and who is prepared to volunteer
time and effort to doing what is required. Though the efforts of the amateurs are absolutely essential, an
unfortunate side-effect is to exacerbate the existing polarization between the new and the old.

One basic lesson to promote is therefore the complementarity of old and new: they may add
information of differing quality, but interpretation relies upon both. Education will certainly help, but
real-life examples of new science that was only possible with recovered data can be vivid teachers. What
needs to be done?

3. The Dangers of Doing Nothing

There is no doubt that scientific evidence which is crucial for understanding the impact of anthropogenic
interference upon planet Earth and its countless biosystems will be found in historic data. Lack of such
evidence has allowed arguments that are based on opinion rather than fact, and the confusion that
currently surrounds efforts to ameliorate certain situations owes a lot to news sensationalism. The longer
we wait for the true facts to emerge, the harder it will be to halt the situation, or reverse it if that is what is
required. But not all the problems are on a global scale, nor are all of the solutions enormously difficult to
reach. There is the tragedy of the African farming family, newly settled in a region and intending to set
aside extra food the following season to cope with the droughts which—they heard from somewhere—
occurred every 10 years, but faced severe starvation because the actual period of the drought was 6 years,
and was about to happen; the weather records were not suitably accessible. In a quite different setting, the
environmentally-damaging effects of forestation with non-native species in the mountains that are sources
of Cape Town’s reservoirs only came to light when a small group of researchers digitized 73 years’ worth
of paper recordings of stream flow and uncovered a strongly positive correlation. Both examples have
much to teach. In both situations the observations which could furnish essential knowledge existed, but
were not accessible. The information that was needed was not complex and not overwhelmingly large to
handle, nor was complicated machinery involved at any stage, just a focussed human effort. Doing
nothing had inflated expense, and ruined lives.

Not infrequently, scientific measurements find application in more than one field, even in different
disciplines, though it may not be the same analysts who recognise alternative uses, and the analyses need
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not be simultaneous. or even close in time. Providing access to historic data in electronic form can yield
unexpected side-benefits that are often far removed from the original purpose of the observations, so
doing nothing denies opportunities for those initiatives. The astronomers who observed the spectra of hot
stars in the near ultra-violet in the 1930s in order to study interstellar absorption features had no idea that
their observations could be used to deduce the concentrations of the Earth’s stratospheric ozone, and had
they been able to bequeath fully digital spectra then, the data would have been seized upon at once by
atmospheric scientists. Since digitization was not then an option, the spectra were left in their virgin state
(but at least preserved), and it was three-quarters of a century before that ozone research could be carried
out. Somewhat similarly, meteorologists are recognizing gems in the weather logs kept routinely by
submarines or astronomical observatories, and atmospheric scientists see patterns in crop yields that tell
as much about El Nino events as grain performance. We are now in a position to perform good-quality
electronic transformations of all such records, but important background information will be harder to
capture as time passes and less human memory can be tapped for the properties of the original data and
their specificity. While it should not be assumed that all the historic information which might in principle
be made accessible will contribute to a positive solution in some field, it is a sobering reflection that lives
could be saved, deleterious situations avoided and damaging traits repaired by taking account of the huge
wealth of heritage observational material that is presently in the world’s “forgettery”.

4. The Forgettery of the World

A forgettery is part and parcel of the human psyche, and a highly efficient archiving system for the brain
to stash away images that may hurt, or surplus facts that are very infrequently wanted. It is also the
convenient location for things unwanted; progress can only feel good if there is a forgettery to handle the
casualties that got in the way. So with institutional science: technology and change are closely coupled,
and new ideas should be seized while young even if the older technology and its output are not fully
wound up. New technology engenders new expertise, but moving personnel from the older to the newer
has the unfortunate repercussion that rather little expertise and resources remain for curating the data
which were so central to yesterday’s research. The world has an enormous “forgettery” of scientific
records that it might once have kept for a purpose but has almost forgotten what that was. It has physical
locations in attics, cupboards, closets, archive warehouses, private journals ... The challenge for today is
to bring that portion of the world’s forgettery into the world’s growing memory, where it can offer
irreplaceable contributions to today’s scientific research.

Why is that still waiting to be tackled? A comprehensive programme to activate those forgotten
pockets of the world’s memory may seem dominated by practical difficulties, including dealing with
unfamiliar data from unfamiliar equipment, and the necessary expertise may be diverse and difficult to
locate, but all that is surely less challenging than (say) launching satellites to make observations of the sky
or the earth, and certainly less costly. What it will require is a united determination to overcome the
inertia which has trapped so much valuable material doing nothing in a forgettery, so the first step is to
publicise and educate. That was the basic rationale for this Special Session at a UNESCO conference.

Recognizing the seriousness of the situation, CODATA (the ICSU Committee for Data in Science &
Technology) has mandated a Data-At-Risk Task Group (DARTG) to seek out sources of non-electronic
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data, and create an Inventory.' Time is not on our side; some of the materials to be recovered are already
becoming unreadable—deteriorating magnetic tapes, recorded data without sufficient meta-data
(information about the information), photographic records that have been deprived of the essential
equipment to measure them correctly, or hand-written sheets whose ink is fading. CODATA is clearly late
in arriving on the scene, yet the two essentials for a constructive data-rescue programme—a recognition of
the need to study long-term trends (the “why”’) and the capabilities of technology to manage the necessary
tasks (the “how”’)—have only recently moved close enough together to promise truly worthwhile returns for
the efforts to be invested. The world’s forgettery can yet be rescued and put to very effective use.

5. Stages of Data Rescue

The requirements of a programme to rescue historic information are varied and demanding, but not
insurmountable. Each calls upon a number of different expertises, beginning with the history of the
relevant experimentation, equipment and associated personnel, and can ultimately involve a broad
selection of different groups and skills, so each needs to be sympathetic to the overall objectives. The
challenges of data recovery on a scale to return significant science is beset with fascinating problems that
are rather rarely encountered in modern programmes. Discovering what is out there—somewhere, coping
with the condition of what one finds, and arguing for the costs as part of a modern programme demand
skills that involve communication, archival techniques and human interactions, and all need to be handled
successfully in order to overcome the prejudice that is sometimes encountered in modern research, viz.,
that anything that is old must be inferior. Deciphering notes in observation log-books is often highly
domain-specific, and the best minds may no longer be around. Understanding the purpose of an
experiment, and through it the limitations imposed upon the observations and thereby of their
interpretation, will entail recourse to old publications and reports, few of which may be openly available
(either printed or electronically). Converting the necessary elements of an observation into a fully-
transferable electronic record demands a finesse that cannot be over-stressed, while the required meta-
data (e.g., as in FITS headers) for seamless ingestion into a modern database are sine qua non.

Each step requires a clear vision, unambiguous procedures and well-tailored programmes with
milestones, benchmarks and templates. In reality the data that one may get to work with will be in
assorted condition, and each will need specialized treatment at some level, implying devoted resources.
Each stage can produce unexpected challenges; it is hard to be fully prepared, and setbacks should always
be allowed for in the planning time-line.

5.1 Tracking down “lost” data

The biggest hurdle is undoubtedly the initial one of communicating the incommunicable: getting
researchers to discover what was put in storage probably long before their own arrival at the laboratory,
observatory, library, archive or bureau in question. One approach is to follow up leads through
observations that were known to have been made; those can result in unexpected discoveries too. Another
is to ask people to go systematically through their storage areas and list materials that have been there for
more than a specified period. Activating the trans-disciplinary potential of scientific data can sometimes
trigger discoveries too; enquiries about weather records (for instance) may jog an astronomical

"http://ibiblio.org/data-at-risk/items
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observatory into reviving what it regarded as routine records for internal use only, but which may in fact
be significant for environmental studies. At the other end of the scale are records generated by projects in
Government laboratories and which may be protected for a period from actual destruction, but are
regarded as space-wasters and are sub-optimally stored. Such caches may be the archetypal dishevelled
heaps of paper, getting more scuffed when shifted and in constant peril of an order to “clear out” the
cupboards or rooms when a certain age limit is reached. We may never know what potentially important
records have already been lost in that way, but can be sure that it has happened and will happen again
unless their scientific potential is understood. Moving a department into new facilities may have
unfortunate side-effects if old records are regarded as mere trash for disposal, though it is often during
such relocations that real finds are made.

5.2 The state of discovered data

Some heritage materials are formally maintained in tolerably good condition, and include most of the
necessary meta-data (possibly as a catalogue), a description of the purpose and source of the data, and
pointers to publications that may have ensued. “Records” may be original observations, in a variety of
forms and formats, or may be the information from those observations transcribed (most frequently on
paper or some type of magnetic tape) as “measurements”, either freestyle or in a pro-forma layout (e.g., a
printed chart with blanks to be filled in regularly).

Most of astronomy’s worldwide collections of 3 million or so photographic plates, some dating
back over 100 years, are in passable condition. But to make the data publicly available electronically
requires specialized digitizing procedures entailing purpose-built equipment and trained personnel, and
the resources needed for that are hard to find. In a somewhat parallel situation, the US National Climatic
Data Center’s data modernization programme has a huge basement filled with files of hand-written
weather records from worldwide sources. It will take a major effort to put the all information online, but
the records themselves are in good condition. The Berlin botanical museum presents a different set of
problems: a huge underground store houses samples of plant parts rather than observations of them; the
archive is “live” inasmuch as new specimens are constantly being added, and the challenge is to capture
electronically all the observations of the specimens, not only the meta-data but also the measurements
have been carried out on them but never formally published. The very diversity of even these
straightforward cases demands astute planning and design. Informing that planning is an immediate
objective of DARTG’s Inventory of data at risk.

An example of well-stored but almost abandoned data is the collection of forms recording ozone
measurements made in Oxford (UK) from 1933-57. Neatly bundled and ordered, the set had been almost
untouched for half a century; manual transcription of the information and expert analysis filled in a major
gap in recorded patterns of ozone changes during the last century.

In contrast, the IEDRO? video, Historic Weather Data Rescue and Digitization, displays untidy
heaps of papers containing weather records, lacking even basic sorting or classification. Such heaps may
get moved on, and with each move comes a loss of specific information regarding why they were saved,
by whom, what they should contain, and where they originated. If the heaps (or boxfulls, closed
containers or locked store-rooms) have been left undisturbed for a long time they might be found in a
comparatively virgin state but deteriorating physically—ink fades, paper turns brittle, crumbles, or gets

*International Environmental Data Rescue Organization; www.iedro.org
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attacked by mites or mildew, photographs discolour, emulsions become brittle and lift from their
substrates, films crack, magnetic tapes oxidise and cannot be read—those are just some of the conditions
that may await the investigator. A more unusual case of actual data loss is the sets of bolometric solar
scans recorded on large glass plates from 1926-31 at a mountain site in Namibia; modern researchers
could have mined them for information about variability in atmospheric constituents, but the plates were
left abandoned on site and some have since found new life as window-glass in Namibian homes (after the
offending wiggly lines were removed ...)

5.3 Influences of human attitudes

Natural ageing processes, even when speeded up by poor storage conditions and fungal infections and the
like, are relatively slow compared to irreversible decisions by humans to jettison a collection because the
space they occupy is wanted for some new activity, and it is sad to reflect how often the fate of such
records is actually decided by ignorance. Collections have been destroyed “because no-one uses them,”
but would they not be used if the information they contain were available electronically and the
significance of the date-stamps properly appreciated?

The way scientific research is funded tends to exacerbates the problem. The concept of pushing a
boundary backwards in time by digitizing heritage observations does not command the same prestige as
building new equipment to carry out observations of world-breaking class, even though the latter projects
are almost always the more expensive by a wide margin.

6. Pushing Forward

In order for its endeavour to succeed, DARTG needs to demonstrate and publicise the unique role which
historic data throughout the natural sciences can very often play once they are made widely accessible in
machine-readable formats. The Inventory which has been started will demonstrate the extent and types of
known data that need to be the foci of rescue projects, whether for preserving, cataloguing or actual
digitizing, and the more complete it is the better it can demonstrate the relative urgency and fragility of
the various entries. DARTG’s ultimate objective is to extend the memory of the world backwards in time
through a period that is scientifically significant, and conferences such as this can offer valuable platforms
for broadcasting DARTG’s message and engaging broad participation by the community at large.

The excitement of scientific research is always enhanced by the discovery of the unexpected, and
historic data have already provided results that were never anticipated at the time of their recording, either
by those who made them or by those who now recover them. Keeping an open mind for opportunities of a
trans-disciplinary nature is therefore key, both for maximizing the return on the recovery effort and for
extracting new science that can stretch the imagination far beyond expectation. It is not ours to judge
whether the wisdom thereby derived is more valuable because it teaches how to reforest hills, or keeps
isolated farmers in touch, or measures the earth’s atmosphere through which we star-gaze, or clinches
questions of climate change on a global scale. Every new turn in the zigzag path of scientific progress
opens new vistas that are essential aids in an international quest to harmonize with our parent planet.

This contribution has provided some background for the Session on “data at risk”. The following
three papers describe selected examples of work in progress in a variety of disciplines.
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Abstract

Historical, non-digitized tide-gauge records are potentially of great value to the oceanographic research
community as they can extend existing sea-level time series as far back as possible in order to understand
more completely the time scales of sea-level change, and in particular, sea-level rise associated with
climate change. At the 12" session of the Global Sea Level Observing System (GLOSS) Group of Experts
(GLOSS GE XII, 7-11 November, 2011, United Nations Educational, Scientific and Cultural
Organization, Paris), the topic of rescue of tide-gauge data in non-computer form (charts, tabulations,
etc.) was discussed. The GLOSS GE acknowledged that a large amount of historical data remain in paper
form and noted that there have been recent findings in non-oceanographic facilities such as the United
States National Archives and Records Administration and the archives of the French territorial divisions.
To learn more of the holdings of tide-gauge records worldwide, a questionnaire was developed and sent
to national focal points for GLOSS and also to national hydrographic agencies identified via the
International Hydrographic Organization. The questionnaire sought specific details on locations, time
spans, sampling frequencies, and media type, volume, and quality. The responses were compiled in an
inventory of the Committee for Data in Science and Technology Data-at-Risk Task Group, which seeks to
assess the availability and quality of historical records from a wide spectrum of scientific and
technological fields, with the long-term goal of identifying funding sources and means for transferring the
old records into computer-ready format(s). This paper describes the accomplishments of the 2012 GLOSS
questionnaire.

Author

Mr. Patrick Caldwell received a Bachelor’s and Master’s degree in meteorology from Florida State
University in 1982 and 1984, respectively. He supported climate data rescue within the Marine and
Environmental Protection Agency of Saudi Arabia from 1985-1986. He joined National Oceanic and
Atmospheric Administration in 1987 as manager for the Joint Archive for Sea Level based at the
University of Hawaii Sea Level Center.

1. Background

Objective measurements and observations are essential to the advancement of science. Within natural
sciences, hypotheses on temporal and spatial variability of a given process are tested with objective
theories and validated through in situ data. Various entities, such as national and international
environmental data centers, support scientific research by maintaining large archives of readily-available,
scientifically-valid, computer-ready measurements and observations. Long-lived entities, such as select
museums, libraries, academic departments, non-governmental organizations, private environmental and
engineering companies, and others within all branches of governmental agencies from local to federal
levels, have collected and stored in situ environmental records. In some cases, data may be stored but are
may risk loss owing to deterioration of media—or simply get forgotten. Determining what records exists
can be just as daunting as the actual transformation into digital, science-ready form.

Proceedings of The Memory of the World in the Digital Age: Digitization and Preservation. An
international conference on permanent access to digital documentary heritage, 26-28 September 2012,
Vancouver, British Columbia, Canada, edited by Luciana Duranti and Elizabeth Shaffer (UNESCO 2013).
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Since 2011, the International Council for Science: Committee on Data for Science and Technology
(CODATA) has supported a Data-at-Risk Task Group (DARTG), whose purpose is to rescue scientific
data. The international members of DARTG include data specialists in a wide range of natural and
information sciences; each team member, upon whom DARTG may call, is an expert within a select
discipline. The first phase is to gather information about data at risk. The collected information is placed
into an on-line DARTG inventory (www.ibiblio.org/data-at-risk/items/browse/1). The motivation is to
alert scientists to the existence of these valuable historical records. That awareness should facilitate
funding solicitations by keenly interested researchers who seek to salvage safely the measurements and
observations from their original media to contemporary electronic formats.

The author of this paper is a member of DARTG as well as the Group of Experts (GE) of the
Global Sea Level Observing System (GLOSS). GLOSS was established in 1985 by the Intergovernmental
Oceanographic Commission (IOC) of the United Nations Educational, Scientific and Cultural
Organization (UNESCO). It provides oversight and coordination for regional and global sea-level
networks in support of scientific research. The GLOSS GE has identified 290 tide-gauge sites worldwide;
they constitute the GLOSS Core Network (GCN).' The site selection is based on several criteria;
locations with minimal influence of rivers are desired to monitor better the oceanic variations. Preference
is given to secure ports, which provide protection both from extreme waves and from vandalism). Sites
with existing long time series are given priority.

GLOSS has designated data centers to support the securing of information about, and access to,
tide-gauge measurements. Data centers are distinguished by the temporal turnaround from acquisition to
on-line access and by the temporal resolution within the time series. Sea-level rescue has been an
important focus of the delayed-mode centers: the British Oceanographic Data Centre (BODC), the Joint
Archive for Sea Level (JASL) and the Permanent Service for Mean Sea Level (PSMSL). The BODC
handles high-frequency series, defined as hourly intervals or less. The JASL, a partnership between the
United States (US) National Oceanic and Atmospheric Administration’s (NOAA) National
Oceanographic Data Center (NODC) and the University of Hawaii Sea Level Center (UHSLC), focuses
on data measured or reduced to hourly intervals, from which daily means are produced. The PSMSL is
the longest-operating international sea-level repository, and has the largest number of sites and years for
monthly mean sea level. All the centers acquire time series beyond the GCN. The centers share in
solicitation from regional and national data suppliers, and exchange data and metadata on a regular basis.

Historical tide-gauge records are important for furthering our understanding of sea-level variations
over a wide range of temporal and spatial scales. The highest frequency data provide guidance on
magnitudes and durations of coastal inundations from extreme events such as tsunamis and storm surges.
Regional, long tidal records have been used to study the temporal variation in tidal components.” Sea
level has significant regional inter-annual through inter-decadal variations, such as seen in tide-gauge
records from Hawaii.® Historical data, through extension of the length of record for a given time series,
augment statistical confidence of analysis. Studies of variations on those moderate time and space scales

' 10C, “Global Sea Level Observing System (GLOSS) Implementation Plan — 2012,” UNESCO/IOC Technical
Series 100 (2012): 2-48.

? Jay, David. A., “Evolution of tidal amplitudes in the eastern Pacific Ocean,” Geophysical Research Letters 36
(2009): L04603, accessed August 1, 2012, doi:10.1029/2008GL036185.

3 Firing, Yvonne L., Mark A. Merrifield, Thomas. A. Schroeder, and Bo Qiu, “Interdecadal sea level Fluctuations at
Hawaii,” Journal of Physical Oceanography 34 (2004): 2514-2524.
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and extension of records further back in time are essential for the task of defining long-term global sea-
level rise.*

The Global Oceanographic Data Archaeology and Rescue (GODAR) project’ defines ‘data
archaeology’ as the process of seeking out, restoring, evaluating, correcting, and interpreting historical
data sets, and ‘data rescue’ as the effort to save data at risk by digitizing manuscript data, copying to
electronic media, and archiving these data into an internationally available electronic database. In support
of GODAR and GLOSS, several efforts have been made for sea-level data archacology and rescue over
the past two decades. During the 1990s the JASL salvaged 372 years for 34 stations of paper hourly
tables, primarily acquired from the NOAA National Ocean Service (NOS) for sites within South and
Central America.® The BODC led a GLOSS archaeology and rescue project in 2001. Through this
recovery effort and the work of individual agencies in digitizing and quality controlling paper records, 91
tide gauge series were extended backwards by 1,411 years of hourly data. The BODC has a substantial
archive of approximately 3000 site years of tide-gauge charts and tabulations dating back to the 1850s.
Some sites include other parameters. Most sites are within the United Kingdom and are in paper form. For
eight of those stations, scanned images of the analogue tidal charts for 86 site years were made available,
and of those, 45 years have been digitized. Funding has been secured to digitize 160 site years from 22
tide stations and produce scanned images of 500 site years for 14 stations, most of which date from 1890
to 1920.

At the GLOSS GE XII meeting in November 2011, the topic of data rescue was revisited. The
primary motivation came from the inquiry of researchers Dr. David Jay and Dr. Stefan Talke of Portland
State University (PSU), who have interests in historical records for analyses of tidal and other higher-
frequency phenomena.” Over the past several years they have inquired about the availability of historical
sea-level records in need of rescue for tide-gauge sites within North America and the Pacific Ocean and
under various international agencies. It has been determined that a large amount of records exist in non-
digital form within the US National Archives and Records Administration (NARA) and the US Federal
Records Center (FRC). In addition, Dr. Nicolas Pouvreau has recorded that large holdings also exist
within the archives of the French territorial divisions.® The GLOSS GE XII therefore decided to carry out
a new inventory exercise about international holdings of sea-level data at risk, by issuing of a
questionnaire to all GLOSS focal points and member representatives of the International Hydrographic
Organization (IHO).

* Church, John. A. and Neil. J. White, “A 20™ century acceleration in global sea-level rise,” Geophysical Research
Letters 33(2006): L01602, accessed August 1, 2012, doi:10.1029/2005GL024826.

> Levitus, Sydney, “The UNESCO-IOC-IODE “Global Oceanographic Data Archaeology and Rescue” (GODAR)
Project and “World Ocean Database” Projects,” Data Science Journal 11 (2012): 1-26.

6 Caldwell, Patrick, “NOAA Support for Global Sea Level Data Rescue,” NOAA Earth System Monitor 14-3
(2003): 1-8.

" Talke, Stephen, David A. Jay, Patrick Caldwell, and Mark Merrifield, “Historical Tide Measurements in North
America and the Pacific,” poster (2011), Civil and Environmental Engineering Department, Portland State
University, Portland, Oregon, USA.

¥ Pouvreau, Nicolas. “Three Centuries of Tide Gauge Measurements in France: Tools, Methods and Tendencies of
Components of Sea Level in the Port of Brest” (Ph.D. diss., University of Rochelle, France, 2008).
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2. The Questionnaire and Responses

The questionnaire was crafted through guidance of GLOSS GE and DARTG. It was sent out in early
January 2012 with a deadline for May 1, 2012 (later extended to August 1, 2012). The purpose was to
build an inventory of information about sea-level data in need of rescue. The primary desired information
were where records reside, for what stations and dates, on which type of media, and in what condition in
terms of readability and risk of loss. Specifics were also sought about the types, makes and models of the
tide gauges, the recording mechanisms, clocks, data reduction, calibration, geodetic leveling,
measurement of ancillary environmental parameters at the tide station, and the availability of technical,
maintenance and processing notes. It is important to learn if the historical benchmarks can be linked to the
existing geodetic network for a given station. A rough estimate of the volume of the physical storage
media was requested. Additional questions concerned the original purpose of collecting the data, and
whether copies reside in other repositories. Inquiries were also made about possible plans by the data
holders to digitize the records in the near future, and if not, whether there would be scope for
collaboration with other agencies/institutions to inventory and possibly rescue the data.

There was a total of 18 replies from 14 countries. Not all replies resulted in the discovery of
historical data, though several mentioned that further investigations are ongoing. From the responses, nine
repositories were identified as holding historical records: the Canadian Hydrographic Service (CHS),
Danmarks Meteorologiske Institut (DMI), FRC, Instituto Geografico Nacional de Espana (IGN), Land
Information New Zealand (LINZ), NARA, Rijkswaterstaat Waterdienst Netherlands (RWS), Servicio de
Hidrografia Naval Argentina (SHN), and United Kingdom Hydrographic Office (UKHO). There is a total
of 169 tide gauge stations (Figure 1, Appendix A) holding hourly or higher-frequency data at risk, and of
those, 23 are within the GCN (Table 1 and Figure 2). The extensive historical sea-level data holdings
identified in French repositories by Dr. Pouvreau are not included in this summary, since they are already
well documented. The Tbilisi State University (TSU) also reported data holdings from three sites in the
Black Sea, with a total of 126 years of monthly mean sea level. (High-frequency data are generally
preferred as they allow for a greater degree of quality control and a wider range of applications).

The largest concentrations of stations are in Europe, North America and New Zealand, with a
sprinkling of sites in Africa, Asia, Pacific Islands and the Caribbean. Only one site was identified in
South America. The total time-span of those records adds up to 4,103 years, though excluding known
gaps reduces the total to 3,259 years. (It is likely that there are additional gaps, so that number is still
biased high). Data from some of those years have already been rescued and reside in GLOSS data centers.
If digitized and quality controlled, these historical records could add 2,824 years of hourly data to the
JASL, and 1,897 years of monthly mean sea-level data to the PSMSL. For GCN sites, they would add 324
years to the JASL and 270 years to the PSMSL.

The available non-digital records are of varying time spans (Table 2 and Figures 3 and 4). The time
spans for the seven Danish sites are more than 80 years, though the degree of missing spans has not been
determined. The FRC holdings for lengths greater than 30 years are most likely to have major gaps. The
number of sites with newly identified series lengths greater than 30 years is 40, which represents 24% of
the total, and of those, 35 series could be added to the JASL and 24 to the PSMSL. For GCN sites,
rescuing those records could add spans longer than 30 years for 5 series to the JASL and 3 to the PSMSL.

The questionnaire included a number of items that could provide general technical information
about the historical records (Table 3). The majority of the available historical records are in the form of
analogue traces. Such pen traces are also referred to as marigrams, tide graphs or tidal charts. Only about
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30% of the records have already been tabulated to numerical form as hourly or high/low-tide values. The
vast majority of the media used is paper; only one station used film. The media and readability are good
for 40% of the sites and of varying quality for 52%, while only 2 sites were described as poor. There were
no confirmations that hard copies of the records were stored in other locations. The tide-gauge type was
the standard float and stilling well for 42% ; only 4% used pressure or siphon gauges. The rest had an
unconfirmed gauge type, though it was assumed most were of the float/well type. Station maintenance
notes were documented for 45% of the sites; only one site was without any, but the rest were
unconfirmed. Ancillary parameters of temperature, atmospheric pressure, and wind were taken at three
sites; 15 sets did not having other measurements, and the rest gave no information. The inquiry as to why
the data were originally collected gave the main motivation as being hydrography for port operation,
including tide predictions and determinations of mean sea level to define data for navigational charts.
Others noted geodesy in general, which could apply to near shore or land-based applications such as
defining regional or national data. For the Danish sites, the need for knowledge about extreme water
levels was also noted as a motivation.

Linking the gauge data to a vertical reference level is essential for most scientific applications.
Daily visual tide pole or staff readings were historically the primary means of calibration. The tide staffs
are linked to a network of land-based benchmarks through periodic geodetic surveys to determine any
vertical movement of the station platform and to link the tide data to regional or national geodetic data,
which could be tied to the same benchmarks. Tide-pole readings were confirmed for 46% of the sites, and
only one site was noted as having only some sets available; no sites were declared void of readings. For
the unconfirmed set, it is assumed that most have such readings since it has always been standard
practice. Benchmark maps are available for 31% of the sites, though the rest were unconfirmed except for
one. Historical geodetic surveys taken at the time of data collection were reported as being available for
40% of the stations, with only one confirming that none was available; the rest were unconfirmed. For
45% of the sites, the historical data can be tied into the present geodetic network, though most were
unconfirmed. All of the agencies confirmed their support to GLOSS for access to these historical records.

3. Concluding Remarks

The GLOSS 2012 data archaeology and rescue questionnaire determined that a vast amount of historical
tide gauge measurements exist in non-electronic form. Those measurements augment the large summary
identified in French repositories and documented by Dr. Pouvreau. However, it is also recognized that
participation in the questionnaire was only moderate, considering the large number of national contacts
representing GLOSS and IHO. Among the replies, several contacts mentioned that an investigation is
pending. Part of the reason is that the records for a given nation probably reside in disparate locations
which are not readily near the GLOSS or IHO contacts. Thus, one conclusion from this effort is that
additional searches of repositories need to be undertaken; that would require support or funding from
national or international entities, plus willing national scientific’/hydrographic/historical champions to
perform the task.

One possible avenue for enlarging the effort could be to coordinate with other international groups
that have similar goals, such as the Atmospheric Circulation Reconstructions over the Earth (ACRE)
program. It is likely that many of the repositories holding data of interest to ACRE could also have sea
level records. Thus, for example, if an individual searching for atmospheric data came across sea-level
data, then a note could be made, and vice-versa. Other lessons learned in data archaeology and upcoming
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plans of ACRE could be shared with GLOSS through collaborations. It is expected that a representative
of the GLOSS GE will participate in the ACRE workshop in November 2012 (Toulouse, France).

The GLOSS questionnaire revealed that 24% of these discovered records are for time series with
lengths greater than 30 years. Recovery of those data into scientifically-valid forms would add substantial
lengths of record for many series. Such data could enhance the confidence in assessment of long-term
global sea-level rise. Many other applications are possible for shorter times and/or more regional space
scales, such as case studies of extreme events. The information from the GLOSS questionnaire will be
made public through the GLOSS communication channels and the DARTG inventory. The inventory will
be updated as new discoveries are made or if more detailed information is made available regarding
missing years, such as in the case of the unknown gaps in the Danish and FRC sites. This study represents
only the first stage of discovery of potential sources. It is hoped that this information will fuel the interest
of researchers willing to seek funding and support for salvaging these records into computer-ready, high-
quality data.
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Tables
Table 1. A summary of GCN sites for recently identified non-digital sea level records.
Source GLOSS Station Name Country Time Span # Exist JASL Yrs to
ID Yrs 2012 JASL
UKHO 0246 Cascais Portugal 1905 1 1959-2005 1
UKHO 0248 GIBRALTAR Gibraltar 1961-99 38 1961-2000 0
UKHO 0066 Honiara Solomon 1957-1961, 9 1974-2009 9
Islands 1965-1968
UKHO 0259 Lagos Bar Nigeria 1940-1949, 15 1961-70,90-96 13
51-53,69-70
UKHO 0229 Reykjavik Iceland 1956-63(part) 8 1984-1999 8
UKHO 0258 Tema Ghana 1963 - 1964 2 2
IGN 0243 A Coruna Spain 1950-1983 34 1943-2008 0
FRC 0290 Newport, RI USA 1844-46,92- 7 1930-2011 7
95
FRC 0220 Atlantic City, NJ USA 1911-1939 29 1911-2011 0
FRC 0216 Key West, FL USA 1847,50-52, 8 1913-2011 8
57-59,1903
FRC 0289 Fort Pulaski, GA  USA 1851-52,89- 6 1935-2011 6
92
FRC 0288 Pensacola USA 1890-1939 50 1923-2011 34
FRC 0217 Galveston, TX USA 1852-1939 88 1904-2011 52
FRC 0159 La Jolla, CA USA 1924-1939 16 1924-2011 0
FRC 0158 San Francisco, USA 1853 1 1897-2011 1
CA
NARA 0154 Sitka, AK USA 1893-97, 7 1938-2011 7
1924-25
NARA 0206 San Juan, PR USA 1892-1897,99 17 1977-2011 7
NARA 0073 Manila Philippines 1901-1940 40 1984-2008 40
NARA 0116 Truk, Fed. St. 1948-1949 2 1963-1991 2
Caroline Is. Micronesia
NARA 0108 Honolulu, HI USA 1877-1884, 20 1877-1892, 7
1892-1905 1905-2011
LINZ 0101 Wellington New Zealand  1887-1944 58 1944-2010 57
LINZ 0127 Auckland New Zealand 1899-1902 4 1984-1988 4
CHS 0156 Tofino, BC Canada 1905-1908, 35 1963-2010 35
1917-1948
CHS 0155 Prince Rupert, Canada 1906-08, 26 1910-1918; 26
BC 1919-1942 1963-2010
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Table 2. (A) A summary of the site counts (#) and percent of total (%) as a function of series length. The
length excludes gaps. “All” pertains to the cumulative discovery of records. “JASL” refers to sites and
years that potentially could be added to the JASL and similar for “PSMSL”. (B) This table follows the

same theme though exclusively for GCN sites.

(A) <=5yr 5>yr<=15 15>yr<=30 30>yr<=60 >60 yr
sites # % # % # % # % # %
All 169 52 31 52 31 25 15 27 16 13 8
JASL 159 54 34 48 30 22 14 24 16 11 7
PSMSL 134 51 38 46 34 13 10 20 16 4 3
(B) <=5yr 5>yr<=15 15>yr<=30 30>yr<=60 >60 yr
sites # % # % # % # % # %
All 24 5 21 8 33 4 17 6 25 1 4
JASL 20 5 25 8 45 1 5 5 25 0 0
PSMSL 15 4 27 7 47 1 320 0 0

Table 3. Summary of questionnaire responses, as site counts.
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Form of Data Analogue Trace | Tabulated
118 51
Storage Media Paper Film
168 1
Media Quality Good Varies Poor Unconfirmed
67 88 2 18
Stored Elsewhere No Unconfirmed
80 89
Gauge Type Float/Well Pressure/Siphon | Unconfirmed
71 7 91
Tide Pole Readings Yes Some Unconfirmed
77 1 91
Yes No Unconfirmed
Maintenance Notes 76 1 92
Ancillary Data 3 15 151
BM Maps 53 1 115
Historic Geodetic 67 1 101
Surveys
Link to Present BM 76 1 92
Cooperate GLOSS 169 0
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Figure 2. Map showing the locations of GCN sites with identified historical sea level data.
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Figure 3. The site counts as a function of record length for the entire set excluding gaps,
for the potential additions to the JASL, and same for PSMSL.
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Figure 4. As for Figure 3, but exclusively for GCN sites.
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Appendix A

Tide-gauge stations identified by the 2012 GLOSS questionnaire as having data at risk. The large quantity
of data records in French repositories, as identified by Dr. Pouvreau, are not included.

Source Station Name Country Time Span # Exist JASL  Yrsto
Yrs 2012 JASL
UKHO Abadan Iran 1931-1936 4 4
UKHO Agalega Islands Mauritius Group 1962 1 1
UKHO Al Basrah Iraq 1923-1930, 1932 9 9
UKHO BARROW England 1849-55,74-75,82- 17 17
(RAMSDEN DOCK) 91
UKHO Barrow (Halfway England 1992-1996 5 5
Shoal)
UKHO Barrow (Roa Island)  England 1992-1996 5 5
UKHO BELFAST Northern Ireland  1992-1993 2 2
UKHO Belize City Belize ?
UKHO Blacktoft England 1991-1992 2 2
UKHO BONNY TOWN Nigeria 1963-1967 5 5
UKHO Bournemouth England 1974-1990 17 17
UKHO Burnham-On-Crouch  England 1987, 1988 2 2
UKHO Calabar Nigeria 1961-1970 10 10
UKHO Cascais Portugal 1905 1 1959-2005 1
UKHO Castries Windward ?
Islands
UKHO Chatham (Lock England 1968-74,76-79,80- 19 19
Approaches) 87
UKHO Coryton England 1989-1996 8 8
UKHO DOVER England 1976-1985 10 10
UKHO DUBLIN (NORTH Ireland 1991-1993 3 3
WALL)
UKHO Dunbar Scotland 1969-1979 11 11
UKHO FISHGUARD Wales 1983-1984,1986 3 3
UKHO Fleetwood England 1992 1 1
UKHO GIBRALTAR Gibraltar 1961-1999 38 1961-2000 0
UKHO Goole England 1994-1996 3 3
UKHO Gorleston-On-Sea England 1991-1993 3 3
UKHO Gourock Scotland 1966.68-85 19 19
UKHO GREENOCK Scotland 1972-84,86-89 17 17
UKHO Haws Point England 1982 1 1
UKHO Heysham England 1986-88 3 3
UKHO HOLYHEAD Wales 1979-88 10 10
UKHO Honiara Solomon Islands 1957-61,1965-68 9 1974-2009 9
UKHO Humber Bridge England 1991-1992 2 2
UKHO Ilfracombe England 1970-71 2 2
UKHO IMMINGHAM England 1991 1 1
UKHO INVERGORDON Scotland 1915-18,59-67,69- 21 21
86
UKHO Inverness Scotland 1995 1 1
UKHO Jabal Az Zannah United Arab 1968-1980 13 13
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Environmental Data Through Time
Extending The Climate Record

Stephen Del Greco
Chief Climate Services and Monitoring Division, National Climatic Data Center (NCDC), National Oceanic
and Atmospheric Administration (NOAA), USA, Stephen.A.Delgreco@noaa.gov

Abstract

The National Oceanic and Atmospheric Administration (NOAA) National Climatic Data Center (NCDC)
is responsible for acquisition, archive, and dissemination services for climate and environmental data
and information that fulfill much of the Nation’s climate data requirements. Those include stewardship
for in situ, satellite and radar data and information. Over 5 petabytes of data reside in the archives, and
growth trends over the next several years are expected to increase tenfold. The Center is also assigned
the analytic role of describing the climate and providing scientific assessments, such as the Climate
Change Science Program (CCSP), ““State of the Climate™ reports and National and Global Assessments.
Towards that end, NCDC has several programs that involve extending the climate record, and the NCDC
led the Climate Database Modernization Program (CDMP). CDMP provided substantial funding
between 1999 and 2012 to rescue and preserve historic climate and environmental data. CDMP has
currently placed online over 57 million images and some 14 terabytes of weather and environmental
data. In addition, hourly weather records keyed through CDMP continue to be integrated into NCDC’s
digital database, extending the period of record for many stations back into the 1800s." Millions of data
images available online also have associated environmental data that need to be digitized. NCDC is
using its remaining CDMP resources and Crowdsourcing to digitize and analyse those climate data. In
partnership with the Cooperative Institute for Climate and Satellites (CICS), it is deriving Climate Data
Records (CDRs) for atmosphere and terrestrial features using satellite data (Global Essential Climate
Variables) that date back to the 1970s. The Center also performs research in Paleoclimatology.
Paleoclimate data come from natural sources such as tree rings, ice cores, corals, and ocean and lake
sediments and extend the archive of weather and climate information back hundreds to millions of years.
The Center maintains the world’s largest archive of climate and paleoclimate data. While it is important
to highlight the development of proxy datasets using paleo data and the development of satellite-based
CDRs, this paper focuses on extending the climate record by rescuing past observational data.
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1. NOAA partnerships for data rescue - U.S. data

In partnership with the private industry, the NOAA’s NCDC imaged and keyed over 56 million images
and over fourteen terabytes of data from paper and microfilm records. Those data are available free of
charge via the Image and Publication System for images (IPS)® and the Climate Data Online (CDO)
System for digital records.” While NCDC continues to image and digitize retrospective weather and
climate data using remaining CDMP resources, the center is partnering with other institutions and also
transitioning to using public volunteers to digitize records through crowdsourcing® and Citizen Science
Alliance’ programs. Several completed and/or ongoing projects and partners are listed and briefly
described below:

1.1 Surface Airways Observations (SAO) Project

NOAA contributed to extending the U.S. climate record by rescuing National Weather Bureau and
National Weather Service (NWS) Surface Airways Observations (SAO) data for NWS sites dating back
to 1893. The project imaged over 2 million forms and keyed over 400 million hourly surface observations
records and added over 50 years of hourly/synoptic data for over 700 U.S. locations [figure 1]. The SWO
library is the largest in IPS.

1.2 U.S. Founding Fathers Weather Journals

Weather and climate data recorded by George Washington, Thomas Jefferson and Benjamin Franklin and
other colonists are archived in original manuscripts, microfilmed and stored at the National Archive and
Records Administration (NARA). The records were also imaged and are available on IPS. These colonial
diaries and data are a treasure trove for the climatologist seeking data on climate of the 18" and 19"
century [figure 2].

1.3 U.S. Forts Project

NOAA partnered with the Midwest Regional Climate Center® to image and digitize historical climate data
from U.S. Army forts. The “Forts Project”, focused on imaging and keying data from 1820-1892 for
Army forts; however, other sources of climate data, such as Smithsonian Institution’s 19™ century
network of voluntary observers, United States Signal Service observations and private citizen observation
journals, were included in the program. The digitized data went through extensive quality control
processes prior to becoming available to the public; the forms [figure 3], some almost 200 years old, are
available on IPS, and the digitized data on CDO.

1.4 Shoreline Vectorization - National Ocean Service/Coastal Services Center

A digital national shoreline database used for spatial analysis of coastal areas. Rescue work converts
topographic sheet images to a geo-referenced vector format. These shoreline data are used to help protect

? National Climatic Data Center Image and Publication System, http://www7.ncdc.noaa.gov/IPS/.

* NOAA National Climatic Data Center Climate Data Online, http://www.ncdc.noaa.gov/cdo-web/webservices.
* Crowdsourcing web page, http://www.crowdsourcing.org/.

> Citizen Science Alliance, http://www.citizensciencealliance.org/.

® Midwest Regional Climate Center, http://mcc.sws.uiuc.edu/.
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coastal resources, sustain the environmental quality of the coastal environment, and mitigate impacts from
coastal processes.’

1.5 Defense Meteorological Satellite Program (DMSP) Film Imaging - National Geophysical
Data Center

Scanning of DMSP film from the early 1970s to the mid-1980s. The DMSP film contains observations
relevant to global cloud climatology, hurricane and typhoon climatology, the extent and conditions of
polar ice, continental and mountain snowpack, and the record of expansion in human settlements.®

1.6 Imaging of NOAA Central Library Holdings - NOAA Central Library

Imaging of foreign climate data books; U.S. daily weather maps from 1871 to the late 1960s; and, in
coordination with the American Meteorological Society, imaging of the Monthly Weather Reviews.
These images are made available online at the NOAA Central Library.’

1.7 Imaging of Historical U.S. Coast Pilot Editions - National Ocean Service/Office of Coast

Survey

The Coast Pilot collection consists of approximately 800 volumes from the 1800s to today. The volumes
are available online at the Office of Coast Survey and the NOAA Central Library. The collection includes
significant navigation information, and descriptions and locations of localized atmospheric features and
conditions. "’

1.8 Digitization of lonospheric Data - National Geophysical Data Center

Digitization of ionosphere bottom side vertical incidence sounding data values from the 1930s through
1957. The paper media contain both half hourly and hourly data."'

1.9 Digitization of U.S. Upper Air Pilot Balloon (Pibal) Data - National Weather Service
Imaged (from film) and keyed U.S. pibal observations prior to 1948.

2. NOAA partnerships for data rescue - International Projects

NOAA partnered with 27 countries across several continents to rescue surface, marine and upper air data.
For example NOAA partnered with the World Meteorological Organization'” to rescue weather balloon
upper air data in seven African nations: Kenya, Malawi, Mozambique, Niger, Senegal, Tanzania and

7 Shoreline Mapping, http://shoreline.noaa.gov/.

¥ Defense Meteorological Satellite Program (DMSP) Film Imaging, http://www.ngdc.noaa.gov/dmsp/index.html.
* NOAA Central Library, http://docs.lib.noaa.gov/rescue/data_rescue_home.html.

' Imaging of Historical U.S. Coast Pilot Editions, http://www.nauticalcharts.noaa.gov/nsd/hcp.htm.

" Digitization of Ionospheric Data - National Geophysical Data Center,
http://www.ngdc.noaa.gov/stp/IONO/ionohome.html.

2 World Meteorological Organization, http://www.wmo.int/pages/index_en.html.
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Zambia [figure 5]. The African countries imaged their data locally, and sent the images to NOAA’s NCDC
for keying and uploading to IPS and NOAA’s Integrated Global Radiosonde Archive Database (IGRA)."
IGRA consists of radiosonde and pilot balloon observations at over 1500 globally distributed stations
[figure 6]. Observations are available for standard surface, tropopause and significant levels. Variables
include pressure, temperature, geopotential height, dew point depression, wind direction and wind speed.
Over 150,000 images of pibal (upper air wind) records from the 1940s to 2003 from the 7 African
countries are digitized. The digital data files were also provided to the host countries that imaged the data
while the keyed data files are hyperlinked to the actual images, providing an easy access to the original
records. Another data rescue example is the partnership with the United Kingdom to image and digitize the
marine logbooks in the British Archives. It included the English East India Company (EIC) Instrumental
Observations 1789-1834. The Met Office Hadley Center imaged over 1100 of the original 2000 logbooks
of the English East India Company (EIC) held at the British Library. The selection of logs was based on
their holdings of weather observations, visual and instrumental, as well as the significant spatial coverage
of voyages from England to India and China through the Atlantic, Indian and Southern Oceans during
those years. The EIC collected commenced well before the landmark 1853 Brussels Maritime
Conference'* devoted to coordinating an international effort for global systematic collections of marine
instrumental and visual observations, and is probably the largest and earliest collection of such systematic
instrumental observations. The project captured all noon observations containing location, instrumental
observations of pressure and air temperature (and occasionally sea surface temperature), and visual
estimates of winds, state of weather and state of sea. From the digitized logbooks, over 285K observations
were digitized, significantly increasing early instrumental coverage both spatially and temporally. '’

2.1 Crowdsourcing

Rescue of United Kingdom marine data continues. Weather observations made by Royal Navy ships
around the time of World War I were recently digitized as part of a Zooniverse (crowdsourcing)'® project
called oldWeather.'” Volunteers digitized over 1 million, six hundred thousand Royal Navy-derived
weather observations. That was the first phase for the project; oldWeather is currently in phase two, to
digitize weather observations by ships in the Arctic. The citizen volunteers have completed 46% of the
ship logs for recovering Arctic and worldwide weather observations made by United States ships since
the mid-19" century.

3. Paleoclimatology — Extending the climate record using “proxies”

Paleoclimatology is the study of past climate prior to instrumental weather measurements.
Paleoclimatologists use information from natural climate “proxies,” such as tree rings, ice cores, corals,

" Integrated Global Radiosonde Archive Database (IGRA), http://www.ncdc.noaa.gov/oa/climate/igra/index.php.
' Maury, M. F., “Maritime Conference held at Brussels for devising a uniform system of meteorological
observations at sea, August and September, 1853,” in Explanations and Sailing Directions to Accompany the Wind
and Current Charts, 6th ed. (E. C. and J. Biddle: Philadelphia, 1853), 54-96.

"> Woodruff, S., S. Worley, S. Lubker, Z. Ji, E. Freeman, D. Berry, P. Brohan, E. Kent, D. Reynolds, S. Smith, and
C. Wilkinson, “ICOADS Release 2.5: Extensions and Enhancements to the Surface Marine Meteorological
Archive,” International Journal of Climatology 31, no. 7 (2011): 951-967.

1 Zooniverse web page, https://www.zooniverse.org/.

17 oldWeather web page, http://www.oldweather.org/.
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and ocean and lake sediments, that record variations in past climate [figures 7, 8]. Records of past climate
from such proxy records are important for several reasons. Instrumental records of climate are limited in
many parts of the world to the past 100 years or less, and are too short to assess whether climate
variability, events, and trends of the 20™ and 21 centuries are representative of the long-term natural
variability of past centuries and millennia. For example, was the 1930s Dust Bowl drought, a widespread
and severe event in the United States, a rare occurrence or have similar events occurred in past centuries?
Knowledge of the long-term natural variability of the Earth Climate system, and its causes, will also allow
an understanding of the roles of natural climate variability and human-induced climate change in the
current and future climate. In particular, reconstructed temperatures from proxy data for the past 1000
years have allowed an assessment of the warming over recent decades.'®

4. Climate Data Records — Extending the climate record using satellite data

NOAA’s NCDC recently initiated a satellite Climate Data Record (CDR) program to provide
continuously objective climate information derived from weather satellite data that NOAA has collected
for more than 30 years. Those data comprise the longest record of global satellite mapping measurements
in the world, and are complemented by data from other sources including NASA and Department of
Defense satellites and foreign satellites. The mission of NOAA’s Climate Data Record Program is to
develop and implement a robust, sustainable, and scientifically defensible approach to producing and
preserving climate records from satellite data [figure 9]. For the first time, NOAA is applying modern
data analysis methods, which have advanced significantly in the last decade, to these historical global
satellite data. The program will unravel the underlying climate trend and variability information and
return new economic and scientific value from the records. In parallel, NCDC will maintain and extend
these Climate Data Records by applying the same methods to present-day and future satellite
measurements. The results will provide trustworthy information on how, where and to what extent the
land, oceans, atmosphere and ice sheets are changing. In turn, this information will be used by energy,
water resources, agriculture, human health, national security, coastal community and other interest
groups. The CDR data will improve the Nation’s resilience to climate change and variability, maintain
our economic vitality, and improve the security and well-being of the public."’

5. Conclusion

OldWeather project’s mission statement, “Old Weather: Our Weather s Past_the Climate s Future” is one
that resonates with climatologists. To gain better understanding of the earth’s physical processes and the
future state of the climate it is essential to be able to reconstruct past climates. NOAA continues to work
with partners in both the public and private sectors to look for innovative ways to rescue retrospective
weather and climate data from deteriorating media, and to make the data available in digital formats and
accessible online for the public. Once converted into electronic formats, the data are more portable, can
quickly and easily be shared, and contribute further to global climate studies.

" NOAA National Climatic Data Center Paleoclimatology web page, http://www.ncdc.noaa.gov/paleo/paleo.html.
! Climate Data Records, http://www.ncdc.noaa.gov/cdr/index.html.
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NOAA Ppaleoclimatologyf

Figure 7. Types of proxy datasets used in describing past climates.

The interval of time spanned by different paleoclimate proxies, displayed on a
logarithmic scale.
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Abstract

Maps and spatial information have been fundamental facets of the memory of societies from all over the
world for millennia, and their preservation should be an integral part of government strategies in managing
digital data. The digital era in map-making is a relatively recent activity; the first digital maps date from the
1960s. Digital mapping has accelerated very rapidly over the last decade and is now ubiquitous with an
increasing amount of spatially referenced information being created by non-governmental organizations,
academia, the private sector and government, as well as by social networks and citizen scientists.
Unfortunately, despite that explosion of digital mapping little or no attention is being paid to preservation.
As a result, the very maps that have been such a fundamental source of scientific and cultural information
are now seriously at risk. Already we are losing map information faster than it is being created, and the loss
of that central element of the cultural heritage of societies all over the world is a serious concern. There has
already been a serious loss of maps; the Canada Land Inventory and the 1986 BBC Domesday Project are
only two such casualties, and mapping agencies all over the world are struggling to preserve maps in the
new digital era. It is somewhat paradoxical that it is easier to get maps that are hundreds, and in some
cases thousands, of years old than maps of the late 20™ and early 21% centuries. This paper examines the
opportunities and challenges of preserving and accessing digital maps, atlases and geospatial information,
all of which are Canada’s cultural and scientific knowledge assets.
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1. Introduction

Maps do more than help us locate things. Maps and atlases, like books, reports, and archival records,
enable us: to understand the territorial evolution of our nations, to see how colonial surveyors drew
property boundaries, to visualize the spaces negotiated in treaties, and to assess the distribution of
population and national resources. They can model climate change, the economy, or display the spatial
relationships between cities, infrastructure and society. Maps inform planning, policy and economic
decisions, while also shaping how we imagine spaces. They delight, are repositories of cultural and
scientific knowledge and are a key part of our collective geographical memories.

In Canada, all levels of government create maps. At the Federal level, Natural Resources Canada
(NRCan) produces, acquires and maintains the largest collection of maps, satellite and radar imagery, air
photos, geospatial datasets, and publishes the Atlas of Canada. These are disseminated via geospatial data
portals, map servers, and special programs such as GeoGratis. NRCan is also home to Canada’s
Geospatial Data Infrastructure (CGDI), which comprises the open and interoperable standards,
specifications, practices, technology, framework data, operational policies and institutional environment
to disseminate Canada’s geospatial data assets on the Internet. Numerous other federal departments also
produce geospatial data.' Geospatial data also represent the largest collection of freely accessible datasets
currently being disseminated in the Treasury Board Secretariat’s (TBS) Open Data Pilot portal.”
Provincial and territorial governments also produce maps, are responsible for cadastres, and have
geospatial databases to help manage transportation networks, watersheds, natural resources and to
administer programs such as health and education. At the level of the city geographic information system
(GIS) units can be found within information technology (IT) sections to manage infrastructure and other
municipal responsibilities. Academic institutions create maps and atlases which are normally funded by
government granting agencies, foundations or special programs such as the International Polar Year
(IPY). Canadian non-governmental organizations (NGOs) produce maps on a variety of topics such as
food security, water quality and population health. The private sector through companies such as Google,
Autodesk, and ESRI is a major producer of digital maps and geomatics products in Canada and is a
multibillion-dollar industry.” The public and communities are also engaged in map-making endeavours by
contributing volunteered geographic information (VGI)* into Mashups,’ building local infrastructures,’

' For example the Public Health Agency of Canada; Fisheries and Oceans; Environment Canada; Aboriginal Affairs
and Northern Development Canada; Citizen and Immigration and many others.

? See TBS Open Data Portal http://www.data.gc.ca/default.asp?lang=En&n=F9B7A1E3-1 (accessed 29 August 2012).
? See Statistics Canada, Surveying and Mapping Services Bulletin, (2010) Catalogue no. 63-254-X, available at
http://www35 statcan.gc.ca/bsolc/olc-cel/olc-cel?catno=63-254-XIE&lang=eng#formatdisp (accessed 28 August 2012).
* VGI is georeferenced user-contributed information that is collected and disseminated in such a way that others can
use them. For more details see Teresa Scassa, “Legal issues with volunteered geographic information,” 2012,
Canadian Geographer, available at http://onlinelibrary.wiley.com/doi/10.1111/j.1541-0064.2012.00444.x/abstract
doi:10.1111/5.1541-0064.2012.00444 x.

> The Regroupement activists pour 1’inclusion Québec (RAPLIQ), with Montreal Ouvert and OpenNorth
collaborated to create a prototype accessibility audit of commercial establishments. People with disabilities collected
VGI data and these were mapped using GoogleMap’s open API. The Montréal Accessible mashup is available at
http://montrealaccessible.ca/ (accessed 18 August 2012).

% The Canadian Council on Social Development (CCSD) created a membership based consortium called the Community
Data Program that includes myriad georeferenced demographic and socio-economic data available at
http://communitydata-donneescommunautaires.ca/Home. The Social Planning Council of Ottawa has created a
Community Information and Mapping System (CIMS) as seen here http://www.cims-scic.ca/ (accessed 29 August 2012).
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creating mobile device apps,” and by being engaged in participatory mapping® or citizen science
endeavours.’ Digital maps and geospatial data are ubiquitous artefacts in the 21* century.

Geospatial data, maps and atlases, have been produced for millennia,'® and are cultural, historical
and scientific records of knowledge and advancement, which makes them a fundamental source in
memory of the world. This source of knowledge, in its borne digital form, is however not being
systematically preserved. The digital era in map making is a relatively recent phenomenon of the last fifty
years'' and has accelerated very rapidly over the last decade as software has become easier to use and are
less expensive, geospatial data are more accessible, organizations have opened their application
programming interfaces (APIs) and Internet social networking services have proliferated.

Unfortunately, little, or no, attention is being paid to preserving maps, atlases and their related data
whether created by authoritative or non-authoritative sources, as a result, these are very much at risk.
Already we are losing spatial information faster than it is being created and the loss of this central part of
the cultural heritage of societies all over the world is a serious concern.

This paper will consider seven related topics. It will begin by illustrating the problem by discussing
two map and atlas rescue and salvage endeavours. Secondly, cybercartographic atlases are now mapping
traditional knowledge (TK) by applying participatory research techniques. These are considered by the
Indigenous communities involved repositories of local, cultural, scientific and historical knowledge. In
creating these atlases preservation is considered from the outset even though an adequate archive to ingest
them has still not emerged. Thirdly, while most geospatial data in Canada are not preserved, there are
some geospatial data archives and these will be discussed. Fourthly, data management (including
preservation) and access has become a key policy issue in Canada and a number of national public
consultations on the topic have taken place. Their outcomes will be reviewed. Fifthly, there are Canadian
legislation, directives and policies, which mandate the management of government information assets,
and a brief overview of those related to spatial data will be examined. Sixthly, geospatial data and maps
are also official government records explicitly referred to in Canadian acts and regulation and those for
which the Minister of NRCan is responsible are discussed. Seventhly, the preservation of maps, atlases
and geospatial data has been examined in Canadian research and some results are showcased. Finally, the
paper will conclude by examining the key issues presented and will suggest strategies for the preservation
of these cultural and scientific assets.

7 Open data initiatives make data accessible to developers who create GeoApps such as Restonet (http://resto-
net.ca/) which maps food inspection results; Edmonton’s Historic Buildings Android App
(http://contest.apps4edmonton.ca/apps/21) or the BC Apps4ClimateChange contest apps such as Waterly
(http://www.waterly.ca/) which tracks rainfall and combines these with watering restrictions providing users with a
watering schedule.

¥ The Inuit Sea Ice Use and Occupancy Project (ISTUOP), which produced the Inuit siku (sea ice), Atlas
(http://sikuatlas.ca/index.html) which include data contributed and mapped by Inuit hunters and elders.

? The Water and Environmental Hub (WeHub) project “is a cloud-based, open source web platform that aggregates,
federates, and connects water data and information with users looking to download, analyse, model and interpret
water and environmental-based information”. Citizens can upload their data to the system available at
http://www.waterenvironmentalhub.ca/about/project. Also see Digital Fishers where citizens load observations into
a crowdsourced database and analyse results, available at http://digitalfishers.net/ (accessed 18 August 2012).

' For example: the Bedolina and Giadighe petroglyphs at Valcamonica (2500 BC), Catal Hiiyiik (6200 BC) wall
paintings, the Hecataeus of Miletus Ges Periodos maps (c. 550 — 476 BCE), and Ptolemi’s World Map (circa 150).
" The Canada Geographic Information System (CGIS) developed in 1960s is recognized as the first operational
GIS. Dr. Roger Tomlinson who was then based Department of Forestry and Rural Development developed it.
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2. The Rescue and Salvage of the Canada Land Inventory (CLI) and the 1986 Domesday
Project

The Canada Land Inventory (CLI) was initiated in 1960 by the Department of Forestry and Rural
Development. In 1963 the Canadian Geographic Information System (CGIS) was developed to automate
the data management and mapping of CLI data. The CGIS was the world’s first GIS, it was a milestone in
the history of geographic and government computerization and it revolutionized mapping. One of the
principal driving forces behind the CGIS “was the idea that the CLI maps could be interpreted and
analysed in a myriad of ways if the information could be manipulated by computers.”'? It was established
“as a joint federal-provincial project to guide the development of policy on the control and management
of land-based resources.”"® The CGIS ultimately grew to contain thousands of maps and unknowingly
became a technology that “spawned an industry that today is worth billions of dollars.”'* The CLI was
conceived to “classify lands as to their capabilities; to obtain a firm estimate of the extent and location of
each land class and to encourage use of CLI data in planning.”"’

The CLI was an incredibly ambitious program that mapped 2.6 million square kilometers of Canada
and “the original cost of the program was in the order of 100’s of millions of dollars in the 1970’s.”'° The
CGIS was both a set of electronic maps and the “computer programs that allowed users to input,
manipulate, analyse, and output those maps.”"’

By the late 1980s, the CGIS was no longer being used. Priorities changed, people retired, and
institutional memory was fading. Numerous boxes of tapes and racks of documentation were left behind
and only a few computers were capable of reading nine track tapes let alone run the programs. In 1995, an
informal trans-organizational group of individuals from Statistics Canada, the National Atlas of Canada,
Archives Canada and the private sector joined forces to restore it. Fortunately members of this salvage
team had either formerly worked on the CGIS or had an interest in its preservation, which meant they had
the requisite skills, knowledge, and more importantly they recognized the value of these data and knew
that these were part of Canada’s technological and scientific heritage that could be repurposed into other
applications. On June 18, 1998, the agriculturally relevant portions of the CLI were handed over on one
CD and it worked flawlessly on the analytical tools built in anticipation of the new format and eventually
the CLI was distributed in the GeoGratis'® portal for free along with metadata and some text to help

2 Schut, Peter. Back from the Brink: the story of the remarkable resurrection of the Canada Land Inventory data,
(2000), available at: http://web.archive.org/web/20011104160045/http://www.igs.net/~schut/cli.html (accessed 20
August 2012).

1> Ahlgren, Dorothy and John McDonald. “The Archival Management of a Geographic Information System,”
Archivaria 13 (1981): 61.

' Schut, Back from the Brink, (2000).

' See the GeoGratis Canada Land Inventory description, available at
http://geogratis.cgdi.gc.ca/geogratis/en/collection/detail.do;jsessionid=155D0541488771F32F 19DESCDD39A37E?1
d=CB6E057B-0D85-9B22-29DE-6351369A8B02 (accessed 20 August 2012).

'® Wilson, Cameron and Robert A. O’Neil. “GeoGratis: A Canadian Geospatial Data Infrastructure Component that
Visualizes and Delivers Free Geospatial Data Sets,” in Proceedings of the International Cartographic Association
Conference, Ottawa, 2009, available from http://icaci.org/publications/ (accessed 20 August 2012).

"7 Schut, Back from the Brink, (2000).

'® Geogratis disseminates geospatial data at no cost and without restrictions to the public. It is the first open data
initiative in Canada and was the first to adopt and unrestricted user licence, it is available at
http://geogratis.cgdi.gc.ca/geogratis/en/index.html (accessed 21 August 2012).
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interpret the content. The CLI “rapidly became their most popular product.”'® Not all of the CLI data
were saved and the cost of the effort described above was very substantial. The CLI has become the
common basemap in Atlas of Canada®® maps, layers are used to train satellite imagery software to
recognize land cover patterns in remotely sensed images>' which are then used to inform the managing of
forests and agricultural areas among many others resources.

The UK 1986 Domesday project, like the CGIS, was groundbreaking and a milestone in the history
of multimedia computing. It was started by the BBC in 1984 to celebrate the 900-year anniversary of the
original William of Normandy 1086 Norman Domesday Survey. The 1986 Domesday project, was
conceived as an ‘electronic exhibition’ displaying British life much like the Great Exhibition of 1851.% It
was an interactive atlas that relied on crowdsourced VGI enlisting the help of 14,000 British schools and
students. School microcomputers were mobilized to collect survey data, neighbourhood stories and
pictures. These data “were combined with thousands of maps, still photographs and central statistical,
written and visual information.”* The project was funded by the BBC and the European Commission.**
A national disc contained interactive national statistics, photos, newspaper and magazine clippings,
virtual reality tours, and movies. The community disc, or the ‘people’s database’ was compiled by nearly
1,000,000 people, contained four by three kilometer blocks of land with photos, data and text for 80
cities.” These multimedia data®® were georeferenced to Ordinance Survey (OS) maps, airphotos and
satellite images. The hardware consisted of a BBC microcomputer with floppy disk drives and a tracker-
ball; Philips Laservision in Read Only Memory (ROM); a high-resolution colour monitor and a
proprietary retrieval and analysis software.”’ It was an easy to use, information rich, interactive database
driven multimedia second generation GIS. It also put state data into the public domain, stimulated much
discussion about the emerging ‘information marketplace’ and the public versus the private sector’s rights
to access public data.”®

Software and hardware, however, quickly became obsolete. In the late 1990s rescue and salvage
work began and, just in time, as only a couple of fully operational systems were still operative. In 1999 a
consortium under the name of CAMiLEON was formed to emulate the Domesday software into modern
computers and between 2002-2003 they successfully did so. In 2001 a process to reverse engineer the

1 Schut, Back from the Brink, (2000).

2% The online version of the Atlas of Canada, available at http://atlas.nrcan.gc.ca/site/english/index.html (accessed
20 August 2012).

! To see how the CLI was used in the Atlas of Canada, see chapter 5 and the appendices of Lauriault, Tracey. Data,
Infrastructures and Geographical Imaginations, Ph.D. diss., Carleton University, Ottawa, 2012.

*? See the discussion by the producers of the Domesday Project: Goddard, John and Peter Armstrong, “The 1986
Domesday Project,” Transactions of the Institute of British Geographers, New Series 11, no. 3 (1986): 290-295,
available at http://www.jstor.org/stable/621789 (accessed 20 August 2012).

3 Darlington, Jeffrey, Andy Finney and Adrian Pearce. “Domesday Redux: The Rescue of the BBC Domesday
Project Videodiscs,” Ariadne 36 (2003), available at http://www.ariadne.ac.uk/issue36/tna/ (accessed 20 August
2012).

 For details about software, code, algorithms and hardware refer to the Darlington, Finney and Pearce (2003). For
GIS innovation, geospatial data, functionality and development see David Rhind, Peter Armstrong and Stan
Openshaw. “The Domesday Machine: A Nationwide Geographical Information System,” The Geographical Journal
154, no. 1 (1988): 56-68, available at http://www.jstor.org/stable/633476 (accessed 20 August 2012).

** Rhind, Armstrong and Openshaw (1988), “The Domesday Machine: A Nationwide Geographical Information
System.”

2%.40,000 photographs, 22,000 maps, full Ordinance Survey Coverage at 1:50 000, see Goddard and Armstrong (1986).
*7 See Rhind, Armstrong and Openshaw (1988).

** Goddard and Armstrong (1986), pp. 294-295.
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data began and by 2004, Adrian Pearce was able make them useable and accessible online.” And, in 2003
high quality copies of the original discs were made and the UK National Archives re-disseminated it.*’
Today the 1986 Domesday Project is available on the BBC Domesday Reloaded® website while the
content of the 1086 Domesday volumes is made available online with locations georeferenced with page
citations using Google Maps in a project called the Open Domesday.**

Both the 1960°s Canada Land Inventory (CLI) and the 1986 Domesday Project were massive,
expensive, national scale projects. They were technologically, scientifically and procedurally innovative
marking a turning point in the history of computerization and science.” The CLI informed the creation of
wildlife reserves, legislation to protect farmland, and were base maps in ecological frameworks which
still in use today.** Both projects contributed to the geographical knowledge base of their respective
nations and remain well-used, loved and important scientific records.” In both cases their data were
inseparable from their software while the 1986 Domesday data could only be viewed with BBC
proprietary hardware. Hardware, storage media, and software became obsolete and teams of dedicated
people were able to restore these historical records and make them available to thousands of users today.
These two examples illustrate the importance of considering long-term preservation at the point of
creation by implementing good record keeping practices and to have a data management strategy in place
as projects evolve.*® Furthermore, they are arguments against the use of proprietary systems, and for the

adoption of open specifications, standards and interoperability and for ‘proactive archiving’.*’

% For the technical details on the rescue of the 1986 Domesday, see Darlington, Finney and Pearce (2003),
“Domesday Redux.”

%% See the “Story of the Domesday Project,” available on the Domesday Reloaded webpage at
http://www.bbc.co.uk/history/domesday/story (accessed 20 August 2012).

*! The website is available at http://www.bbc.co.uk/history/domesday/using-domesday (accessed 20 August 2012).
3 Open Domesday is available at http://domesdaymap.co.uk/ (accessed 20 August 2012).

3 See R. J. Morris, “History and Computing: Expansion and Achievements,” Social Science Computer Review 9,
no. 2 (summer 1991): 215-230.

* The Canada Encyclopedia entry on the CLI provides describes of how it has contributed to the advancement of
the Canadian economy and society, available at http://www.thecanadianencyclopedia.com/articles/canada-land-
inventory (accessed 20 August 2012).

3> There were 45,373 CLI map downloads in 2011-2012 and The Province of Ontario has a very popular CLI
product available on this website http://www.omafra.gov.on.ca/english/landuse/feed-in-tariffprogram.htm#3, email
communication received from Odette Trottier, Natural Resources Canada, Centre for topographic information on 28
August 2012.

%% The InterPARES 2 Case Study on the Cybercartographic Atlas of Antarctica demonstrated that it is possible to
design these aspects into systems at the point of creation, CS06 is available at
http://www.interpares.org/ip2/ip2_case_studies.cfm?study=5. The IPY project mandated that all contributing
scientists implement a data management strategy as part of funded projects see the Canada IPY Data Management at
http://www.api-ipy.gc.ca/pg_IPYAPI 052-eng.html. Others have written about the technological issues of open
source, standards and specifications, see Andrew Williamson, “Strategies for managing digital content formats,”
(2005) Library Review 54, no. 9: 508-513, and the Open Geospatial Consortium Data Preservation Working Group
at http://www.opengeospatial.org/projects/groups/preservdwg (accessed 21 August 2012).

*7 In the case of cybercartographic atlases the use of open source, adherence to interoperable and open
specifications, metadata as well as storing of multiple copies in geographically dispersed servers ensures ongoing
backup future accessibility. See Peter Doorn and Heiko Tjalsma, “Introduction: archiving research data,” Archival
Science 7 (2007): 1-20, doi:10.1007/s10502-007-9054-6. Also, the IP2, CS06 Cybercartographic Atlas of
Antarctica Case Study co-authored by Tracey P. Lauriault and Yvette Hackett (2005), available at
http://www.interpares.org/ip2/ip2_case_studies.cfm?study=5 (accessed 18 August 2012).
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3. Cybercartographic atlases as collective memory systems and community archives

While the CLI and the 1986 Domesday project exemplify the rescue and salvage efforts of legacy
artefacts, there are countless examples of equally significant and technologically innovative digital maps
and atlases currently being created that would be archived if a preservation infrastructure existed. The
Geomatics and Cartographic Research Centre (GCRC) for instance has been actively engaged in the
creation of cutting edge cybercartographic atlases for over a decade. Cybercartography “is the
organization, presentation, analysis and communication of spatially referenced information on a wide
variety of topics of interest and use to society in an interactive, dynamic, multimedia, multisensory and
multidisciplinary format.”*® Cybercartography also offers an unprecedented opportunity for
fundamentally rethinking the way we design, produce, disseminate and use maps on the Internet, both
theoretically and in practice.

The GCRC has been applying the concepts of cybercartography to map traditional knowledge in
Canada’s north, traditional place names with indigenous heritage and educational institutions and geo-
narratives®’ surrounding treaty processes. These atlases embody the collective memories™ of those who have
contributed to their creation and have become a means to record the historical, geographical, cultural and
scientific facts that have been transmitted orally for centuries. These atlases are the first official recordings of
this aurally transmitted knowledge and elders and communities have authoritatively endorsed each record. The
communities who have contributed to and authorized them regard these atlases as living archives.

The Inuit siku (sea ice) Atlas*' for example was developed to respond to Inuit elders’ and hunters’
expressions of interest: to share their knowledge with youth; see more Inuit knowledge and northern content
in the northern education system and to share their knowledge more broadly with scientists and the general
public. The SIKU Atlas was compiled and developed to reflect the knowledge, stories, maps, language, and
lessons shared through years of interviews, focus groups, sea ice trips, and workshops with local sea ice
experts in Cape Dorset, Igloolik, Pangnirtung, and Clyde River, Nunavut. Interactive atlas features are used
to enable students to explore and learn about various sea ice topics, maps, Inuktitut terminology,
community-specific information, and project background, including audio, video, pictures, text, and maps.

3 See D. R. F. Taylor, Key Note Address titled “Maps and Mapping in the Information Era,” in Proceedings 18"
International Cartographic Conference, vol. 1, ed. L. Ottomson Stockholm (Galve: Swedish Cartographic Society,
1997), 1-10; and The Concept of Cybercartography, Public Lecture University of Redlands and ESRI Staff.
Redlands, (2003). CA, USA.

% See Sebastien Caquard, “Cartography I: Mapping Narrative Cartography,” Progress in Human Geography,
November 7, 2011, doi:10.1177/0309132511423796.

0 Anthea Josias describes a number of black South African collective memory projects capturing stories in text,
audio and video; remaking district maps and communities documenting apartheid histories and the post-apartheid
reconciliation processes. See “Toward an understanding of archives as a feature of collective memory”, Archival
Science, vol. 11, (2011) pp. 95-112, doi:10.1007/s10502-011-9136-3. Elizabeth Nannelli discusses the Comissao de
Acolhimento, Verdade e Reconciliacao de Timor-Leste (Commission for Reception, Truth and Reconciliation, or
CAVR) that recorded the testimonies of East Timorese living under Indonesian rule for 25 years between 1974 and
1999. See the “Records of the Commission for Reception, Truth, and Reconciliation in Timor-Leste,” Archival
Science 9 (2009): 29-41, doi:10.1007/s10502-009-9103-4. Like cybercartographic atlases, these projects are making
records outside of traditional archives and have become key references and the means to transfer knowledge by and
for the communities that have created them. Only the CAVR is formally archived.

*! The Inuit siku (sea ice) Atlas (http://sikuatlas.ca/) was developed as part of an International Polar Year project
called The Inuit Sea Ice Use and Occupancy Project (ISTUOP), through the collaboration of many northern,
academic, government, and private industry contributors. It is a compilation of Inuit sea ice knowledge and use, as
documented between 2004 — 2008; it is available at http://sikuatlas.ca/index.html (accessed 27 August 2012).
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Figure 1. The Inuit Siku (sea ice) Atlas.

The Kitikmeot Heritage Society, Inuit Heritage Trust’s Traditional Name Placing Project and the
Gwich’in Cultural Society among others have approached the GCRC to help them map their place name
databases with their collections of audio recordings of place names and video recordings of elders
narrating the stories of those places. These place name atlases™ have become important knowledge
transmission tools from elder to youth, are cultural geo-linguistic heritage preservation tools, have been
incorporated as part of school curricula and are land occupancy records depicting the territorial extent of a
community’s land use and settlement. Naming places is part of the infrastructure of experience® and
represents social relationships, kinship, historical events and shared cultural memories. These atlases are
enabling local communities to replace their histories onto the map and others to see space from a different
cultural lens.

The Cybercartographic Atlas of the Lake Huron Treaty Relationship Process (CALHTRP)* on the
other hand is a retelling and re-mapping of the treaty process whereby historical archival records such as
surveyor notebooks and diary entries, and numerous personal histories are geo-transcribed” and

2 See the Kitikmeot Place Name Atlas http://www.kitikmeotheritage.ca/atlas.htm, The Arctic Bay Atlas
http://arcticbayatlas.ca/index.html (accessed 27 August 2012) and the Gwich’in Goonanh’kak Goonwandak: The
Places and Stories of the Gwich’in (under development).

# See Paul Dourish and Geneveve Bell, “The Infrastructure of Experience and the Experience of Infrastructure:
Meaning and Structure in Everyday Encounters with Space,” Environment and Planning B: Planning and Design 34
(2005): 414 — 430.

* Available at

https://gerc.carleton.ca/confluence/display/ GCRCWEB/The+Cybercartographic+Atlas+of+the+Lake+Huron+Treaty
+Relationship+Process (accessed 29 August 2012).

* Stephanie Pyne coined this term during the making of the Cybercartographic Atlas of Indigenous Perspectives in,
“A “living Atlas” for Geospatial Storytelling: The Cybercartographic Atlas of Indigenous Perspectives and
Knowledge of the Great Lakes Region,” Cartographica 44, no. 2 (2009): 83-100.
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Figure 2. Gwichin Place Name Atlas.

aggregated into a database. This database of stories is then mapped onto old and new maps along with
georeferenced photographs, historical maps, signed treaties and the historical and archival records
surrounding them. In addition, some historical maps were geo-rectified according to contemporary map

projections*® and layered with the oral history of events accounted by community elders or with the geo-
transcribed stories from surveyor and explorer notes. These participatory and counter cartographies are
enacting a post colonial mapping of Canada’s treaty system. These atlases are therefore ‘remapping’ the
official historical record by reflexively using western geospatial technologies, multimedia and methods in
such as way so as not to recolonize.*’ Furthermore, they are also providing geonarratives to the making of
colonial maps, making new records from old oral traditions, and by doing so put into question the
‘authenticity’ and ‘completeness’ of the traditional archival treaty record. Also, by geo-transcribing
historical records, digitizing oral cultures, and re-purposing old maps in new ways, cybercartographic
atlases are giving each of these records a ‘secondary provenance’,* even though the provenance of the

* Recently historical maps in the David Rumsey Map Collection have been geo-rectified to be viewed along in
Google Map and Google Earth, available at http://rumsey.geogarage.com/gmaps.html (accessed 29 August 2012).

*" For a more detailed account of this process see Stephanie Pyne and D.R. Fraser Taylor, “Mapping Indigenous
Perspectives in the Making of the Cybercartographic Atlas of the Lake Huron Treaty Relationships Process: A
Performative Approach in a Reconciliation Context,” Cartographica 47, no. 2 (2012): 92-104.

* Lori Podolsky Nordland in “The Concept of “Secondary Provenance”: Re-interpreting Ac ko mok ki’s Map as
Evolving Text” discusses transmedia shifts of pre-Gutenberg archival records and how these digitized records gain
new life and acquire new layers of meaning. Furthermore, in the case of the Ac ko mok ki’ map, it was argued that it
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Figure 3. Cybercartographic Atlas of the Lake Huron Treaty Relationship Process.

original record is provided, it becomes less important as the atlases allow for the re-interpretation of
original records.

Aboriginal social memory or traditional knowledge is now being recognized in the courts for
evidential purposes,” to countervail archival sources® and there is growing recognition that archival
records such as treaties, maps and surveys were modernist legal devices of British and French
colonialists. As Raymond Frogner noted, these records represented “sovereignty’s positivisation” and
were legal fictions since they purported to have been created among equals,’’ which was mostly not the
case. The CALHTRP in particular, puts into question the ideas of treaties as dispositive documents as the
transaction did not necessarily involve willful participants.*

should be reinterpreted according to the Siksika world view and their cartographic conventions thus giving it a
secondary provenance, Archivaria 58 (2004): 147-159.

* A famous Canadian example is the case of the Gitxsan and Wet’suwet’en First Nations who used their oral
histories, which capture their geo-histories in song, performances and stories in a land rights trial against the
Province of British Columbia and the federal government. They also translated their traditional knowledge into a
map. Furthermore, the plaintiffs, decided that to make their claim they “had to turn the legal system, its archives,
precedents, and process against itself” as they recognized they were playing in a fixed game see p. 47 of Mathew
Sparke, “A Map that Roared and an Original Atlas: Canada, Cartography and the Narration of Nation,” Annals of the
Association of American Geographer 88, no. 3 (1998): 463-495.

3 Raymond Frogner, in “Innocent Legal Fiction: Archival Convention and the North Saanich Treaty of 1852”
demonstrated “that conventional archival interpretations identify the silences and discrepancies of the textual
colonial record. But critics note that conventional archival method remains tied to its textual and sovereign
paradigms. It does not address the often vague and uncertain relationship between the record and the manifold
power structures, cultures, and traditions that surround the record’s formation and archival disposition,” Archivaria
70 (Fall 2010): 45.

>! Frogner, Archivaria 70 (Fall 2010): 47.

32 Oral histories surrounding the North Saanich Treaty are featured by Frogner (Fall 2010), pp. 81-86 and dispositive
documents are discussed on p. 48.
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In these three atlas examples Aboriginal elders and communities appraised the content of the maps;
and also supplied, made and curated the records; and directed how these were to be cartographically
rendered in collaboration with researchers and programmers at the GCRC. These atlases have become a
community archive created outside the traditional archive with the use of ‘authoritative’ maps, methods
and technologies, archival records, and by georeferencing traditional knowledge from ‘authoritative’
community sources onto new and old maps. In a sense they have put into question the authenticity of what
‘official’ archival documents about these spaces purport to be and have created a counter geo-narrative.

4. The Preservation of Geospatial Data

The Government of Canada has a number of ongoing geospatial data preservation strategies as seen in
Table 1. These thematic geospatial data archives are part of science-based departments and data are
collected as part of the business function and reporting responsibilities of their custodial institutions.
Also, these data are collected according to established scientific data methods that are deeply ingrained
practices embedded into the tools from which data are sensed, how quality is assessed, and in how these
data are organized, described, formatted, disseminated and used.” Of all the initiatives, only the
Department of Fisheries and Oceans (DFO) archived data are part of a departmental science strategy.
These archives are also collaborative endeavours which contain data accessioned in partnership with
others, are collected as part of a cost-recovery arrangement with other institutions, are the holdings of
partner institutions, are part of major collaborative research projects, are derived from sensors housed and
managed in many institutions, or are derived from a myriad private and public sector satellite networks.
All but the NSDB, which contains legacy datasets, include a combination of data from active and inactive
sensors, which are continuously being updated, in many cases with near-real time data. They are therefore
growing collections of data that have not necessarily been set aside for disposition purposes into a
traditional archive and may remain part of ongoing business practices.

Many of the archives examined disseminate and allow for the visualization of their data using
specialized software while none mention the preservation of software, hardware and associated
specialized file formats. These initiatives may however not be archives in the traditional sense, because
they are not “an agency or institution responsible for the preservation and communication of records
selected for permanent preservation” or a “place where records selected for permanent preservation are
kept.”> It is uncertain if the institutions within which the Earth Observation Data Services (EODS), The
National Soil DataBase (NSDB) or the Integrated Science Data Management (ISDM) Wave Data Archive
housed respectively at NRCan, AAFC or DFO, have a data preservation policy in place together with the

>3 The following information forms part of a larger study commissioned by GeoConnections entitled TA 2: Final
Report: Geospatial Data Archiving and Preservation as part of the Science & Technology Policy Research and
Analysis Resource Team Prepared for: NRCan, GeoConnections Operational Framework Team by Hicklings,
Arthur and Low (HAL), authored by Tracey P. Lauriault and Ed Kennedy, (March 2011).

> The IP2 Scientific Data Portal General Study discussed the specificities of disciplinary and sub-disciplinary
scientific normative practices available at http://www.interpares.org/ip2/ip2_case_studies.cfm?study=34. Also see
The Focus 2 — The Sciences section of Yvette Hackett, William Underwood, and Philip Eppard, “Part One: Case and
General Studies in the Artistic, Scientific and Governmental Sectors Focus Task Force Report,” InterPARES 2:
Experiential, Interactive and Dynamic Records, ed. Luciana Duranti and Randy Preston (2008),
http://www.interpares.org/display_file.cfm?doc=ip2_book part 1 focus task force.pdf (accessed 29 August 2012).
> Def. Archive: InterPARES 2 Terminology Dictionary, http://www.interpares.org/ip2/ip2_terminology db.cfm.
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necessary human and technological resources required to ensure the permanent preservation of these data
and databases. These databases may simply be backed up. The cost recovery potential of the EODS data
would warrant investment in a good storage, retrieval and backup system, while the NSDB could simply
be a collection of agricultural data considered important by a group of dedicated soil scientists who have
the skill and will to be their custodians. The ISDM Wave Data Archive, may be the closest to being a
‘traditional archive’ since DFO has a Management Policy for Scientific Data® that includes a mandate,
model, infrastructure, and human resources dedicated to the archiving and preservation of their data
resources. It is presumed that the DFO I0S/OSD Data Archive would fall under the same policy.

In terms of a preservation strategy,”’ these initiatives do share characteristic elements of a
preservation repository, such as:

The means to access the data and metadata;

Reference and context information;

Provenance information;

Licensing and terms of use;

File format information; and

In some cases are created within a data management policy (e.g., DFO).

Most geospatial data portals that store and manage the data they disseminate (e.g., GeoBase and
GeoGratis) have similar characteristics. It is harder to assess file transfer mechanisms, preservation
strategies such as data migration, emulation, etc., file name conventions, unique identifiers, adherence to
standard vocabularies, backup schedules and the technology used from their websites.

While imperfect in terms of a traditional archival perspective, these are nonetheless starting points
to build a more comprehensive geospatial data and mapping preservation strategy. These however only
represent but a very small fraction of the geospatial data produced at NRCan and the rest of the
Government of Canada.” They are also examples of proactive archiving practices—some of which are
inherent in geospatial data portals and of databases considered being part of a records management
process.

5. Geospatial Data Management Models

The DFO Integrated Science Data Management™ and the International Polar Year (IPY) Data and
Information Service have developed data management models, which take into consideration
preservation.

*® DFO Management Policy for Scientific Data available, http://www.dfo-mpo.gc.ca/science/data-donnees/policy-
politique-eng.htm (accessed 22 August 2012).

> Defined as “a coherent set of objectives and methods for protecting and maintaining (i.e., safeguarding
authenticity and ensuring accessibility of) digital components and related information of acquired records over time,
and for reproducing the related authentic records and/or archival aggregations,” in Def. Records Preservation
Strategy: InterPARES 2 Terminology Database available at http://www.interpares.org/ip2/ip2_terminology db.cfm.
*¥ For a more detailed analysis of these initiative according to the 10 principles of digital preservation repositories
developed by the Center for Research Libraries in Chicago see the HAL (2011) TA 2: Final Report: Geospatial
Data Archiving and Preservation.

% DFO Integrated Science Data Management (ISDM), http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-gdsi/index-
eng.html (accessed 21 August 2012).
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The ISDM Wave Data Archive (See Table 1) integrates the preservation and archiving of data from
multiple organizations into an operational information management environment. The active field
program of wave acquisition started in 1971, eventually discontinued in 1996, the process of submitting
delayed-mode wave data has continued. In addition, ISDM acquires daily wave data from buoys operated
by the Meteorological Service of Canada (MSC) at EC and manages scientific data from a wide range of
sources and contains over 10 million hourly sea state and swell measurements from some 500 locations in

Canada’s lakes and surrounding oceans. While these data are being used in real-time to produce weather
and sea state forecasts, its archiving program ensures that the information can be used in a variety of
applications requiring data over long timeframes, such as hindcast models of wave climatology used in

ocean maritime navigation, engineering and climate change studies.

Table 1. Government of Canada geospatial data preservation initiatives

10S/OSD Data Archive,
Department of Fisheries and
Oceans (DFO)

National Climate Data and
Information Archive,
Environment Canada (EC)

Integrated Science Data
Management (ISDM) Wave
Data Archive, DFO

Lithoprobe Data Archive,
NRCan, Geological Survey of
Canada (GSC)

The Canadian Ice Service
Archive (CISA), EC, Canadian
Ice Service

National WaveForm Archive
(NWFA), NRCan, Earthquakes
Canada

The National Soil DataBase
(NSDB), Agriculture and Agri-

Earth Observation Data
Services (EODS), Natural

Food Canada (AAFC); Resources Canada (NRCan), . .
Canadian Soil Information Canada Centre for Remote S)Z tiC) wiArchived Sediment
Service (CANSIs) Sensing (CCRS)

National Water Data Archive,
EC, Water Survey of Canada

Geomagnetism Summary
Plots: Archives, NRCan, GSC

System of Agents for Forest Observation Research with
Advanced Hierarchies (SAFORAH), Canadian Forest Service
(CFS), University of Victoria and other academic and government

partners.

The archiving and preservation commitment extends across all kinds of scientific data for which DFO
is responsible, as evidenced by the department’s Management Policy for Scientific Data,®” which came
into effect in June 2001. This IM Policy includes several references to the requirement for data archiving
and preservation and it adheres to the following principles:

1. DFO scientific data sets... are irreplaceable, and must be protected and managed to ensure long-

term availability;

2. ... it is essential that DFO Science/Oceans maintain responsibility for their quality control,

management, archiving and dissemination; and

3. ... all scientific data collected by the DFO must be migrated to a ‘managed’ archive immediately
after the data have been processed.

% DFO, Management Policy for Scientific Data, (2001), http://www.dfo-mpo.gc.ca/science/data-donnees/policy-
politique-eng.htm (accessed 21 August 2012).
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In terms of archiving, all DFO scientific data must be managed as part of an integrated system accessible
through regional, zonal and national data centres and the responsibilities of the integrated system of data
centres will be to:

e Ensure long-term acc